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This Policy Brief reviews the effectiveness of key 
measures taken by democratic governments, the tech 
industry and civil society to mitigate online risks posed 
to electoral integrity. The analysis also explores the 
challenges and limitations of research in this field,  
based on the current understanding of existing  
responses by governments, online platforms, civil 
society and academia. While no single solution will 
suffice, a combination of strategies, continually assessed 
and refined, will be critical to safeguarding electoral 
integrity. Ongoing research and enhanced access to 
platform data are crucial for understanding and 
improving these efforts over time. 

Throughout, the paper provides recommendations for 
governments, regulators, researchers and industry, who 
should collaborate through a multi-stakeholder approach 
to support a better understanding of the impact of 
mitigation strategies. Key recommendations include:

For governments and regulators:

• Establish strong communication channels 
between regulators and researchers to facilitate 
research exchange on measuring risks to electoral 
integrity and the efficacy of interventions, beyond 
election periods. Effective communication and 
collaboration are essential for developing a compre-
hensive understanding of the risks and identifying 
best practices for mitigation. A continuous dialogue 
allows regulators, academia and civil society to share 
insights, methodologies and data before, during and 
after elections, enhancing the overall quality and 
impact of research. This collaborative approach will 
ensure that interventions are informed by diverse 
perspectives and grounded in the latest evidence, 
ultimately strengthening electoral integrity. For 
example, the European Cooperation Network on 
Elections (ECNE) brings together national election 
management bodies, regulators and other stakehold-
ers to share information, best practices and research 
findings. The European Digital Media Observatory 
(EDMO) is a similar collaborative platform which 
connects fact-checkers, media literacy experts and 
academic researchers to tackle disinformation. 

• Legislate to require platforms to provide a 
minimum level of platform transparency and data 
access, overseen and enforced via independent 

regulators. Access to platform data and transparency 
of platform policies is paramount for researchers and 
regulators to be able to measure the efficacy of inter-
ventions. This includes:

• Regulation should protect a minimum standard 
of data access to facilitate an evidence base on 
the efficacy of mitigation measures. This is 
necessary as many platforms are restricting access 
to data for researchers, especially in contexts 
where this is not a legal requirement. Among the 
regulations driving greater data access is the EU’s 
Digital Services Act (DSA), which introduces data 
access obligations for the largest platforms and 
search engines for vetted researchers, and requires 
platforms to facilitate access to already public data 
(Article 40). At the time of writing, Canada’s 
proposed Online Harms Act (Bill C-63) aims to 
authorise the proposed Digital Safety Commission 
of Canada to accredit certain persons conducting 
education, advocacy, awareness, or research  
activities on online harms related to the purposes 
of the Act (section 73). Similar, context-appropriate 
requirements should be established wherever legal 
obligations are still missing to ensure platforms 
provide appropriate data access while balancing 
concerns such as adequate data protection.

• Ensure that data access application processes 
and requirements for researchers are predicta-
ble and standardised across platforms as far as 
possible, especially when vetting procedures 
are required. Regulators must ensure that 
researchers have safeguards in place to protect 
user privacy and rights when processing platform 
data. However, it is crucial that regulators facilitate 
this process to ensure that researchers can easily 
obtain the data they need, and processes should 
not be overly burdensome or bureaucratic. In the 
context of elections, it is particularly important 
that these processes are responsive to enable 
research to be conducted in near real-time during 
election campaigns. 

• The types of data and metrics available via 
different Application Programming Interfaces 
(APIs) should, where possible, be standardised 
to allow for meaningful cross-platform compar-
isons. Previous instances, such as the political ads 
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repositories during the 2019 European Parliament 
elections, demonstrated the challenges posed by 
inconsistent data formats and metrics. By ensuring 
compatibility and comparability of data, regulators 
can significantly enhance the quality and  
coherence of research on electoral integrity  
and the efficacy of interventions. They will also  
be better positioned to establish reasonable 
cross-industry expectations and standards.

• Provide legal safeguards for researchers and jour-
nalists conducting public interest investigations. 
Civil society, academia and journalism provide a 
crucial public service by providing evidence of online 
risks posed to electoral integrity. This work is, however, 
increasingly threatened not just by a lack of data 
access on behalf of platforms, but also strategic 
lawsuits against public participation (SLAPPs),  
ill-intentioned litigations aimed at intimidating those 
voicing public criticism.1 Most organisations and  
individuals conducting research into online harms to 
elections do not have the appropriate legal resources 
available to combat such efforts. Policymakers should 
consider legal instruments which ensure public  
interest research is not threatened by unfounded and 
abusive litigation attempts. Where such instruments 
are already in place, such as the EU Anti-SLAPP 
Directive,2 governments should ensure their predicta-
ble enforcement.

For researchers and industry:

• Expand the regional focus of electoral integrity 
research. Public interest researchers should priori-
tise expanding the regional focus of studies on  
electoral integrity to include a wider range of coun-
tries and languages beyond the US, European or 
Western contexts. Given the evidence of regional vari-
ation in the efficacy of mitigation measures, it is 
crucial to examine their effectiveness across a broader 
range of different contexts. Research should include  
Global Majority and less-studied Western countries. 
Comparative cross-country studies should be under-
taken to identify and understand these variations.  
A broader scope would enhance generalisability of 
findings, inform tailored and effective interventions, 
and ensure that all regions benefit from advance-
ments in safeguarding electoral integrity. Increased 
funding and collaboration with local researchers and 

institutions will be essential to support this expanded 
research agenda. Platforms often focus their  
mitigation measures primarily on US and EU  
(or Western) regions. For example, in 2024, OpenAI 
and Anthropic’s election integrity measures only 
included the US and EU.

For industry:

• Consistently enforce existing policies on informa-
tion and election integrity, and work with research-
ers and regulators to update relevant systems, 
policies and processes to reflect the latest 
research on the efficacy of mitigation measures.

• Existing policies, such as content moderation  
policies, should be enforced consistently and 
predictably. Local legislation (such as electoral 
silence periods for political advertisements) should 
be followed. Geographic equity should be priori-
tised by ensuring that platforms devote sufficient 
resources to contexts beyond Western countries.

• Transparency reports and publicly available data 
should facilitate external scrutiny of current policy 
enforcement, platform claims of election prepar-
edness measures, and compliance with local laws 
and legislation.

• Platforms should expand their coordination with 
regulators, academia and civil society, a crucial 
measure for maintaining a trustworthy and safe 
online environment, particularly during election 
periods. Effective communication channels before, 
during and after elections can provide platforms 
with valuable insights to address emerging threats 
and adapt to new challenges in the digital land-
scape. Such coordination can also inform the 
adjustment and updating of platform policies to 
reflect new developments. 

• Enable further research into the efficacy of  
mitigation measures:

• Provide regulatory authorities and researchers 
with information and data to better study the 
efficacy of mitigation measures. Transparency 
reports and publicly available platform data should 
allow regulators, researchers and independent 
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auditors to better understand the aims of plat-
forms’ policies, methods and processes, the scale 
of policy enforcement, and how adjustments to 
current systems and processes can mitigate  
identified electoral risks. Information on platform  
policies and processes is also key for researchers to 
understand what interventions are conducted. 

• Conduct and share internal risk assessments 
and mitigation measure plans with regulatory 
authorities and independent auditors, and, 
where possible, with independent researchers. 
In the EU, the DSA requires many platforms to carry 
out internal risk assessments that identify the  
likelihood and impact of potential online harms, 
including those posed to electoral integrity, and 
the proportionality and effectiveness of mitigation 
measures. Similar risk assessments conducted in 
other jurisdictions, for example as a part of Human 
Rights Impact Assessments (HRIAs), should also be 
shared as transparently as possible.

• Consider establishing independent researcher- 
platform partnerships. Such research can facili-
tate unparalleled access to data for researchers. 
These partnerships can also ensure that research 
questions and scope are designed appropriately 
and effectively. Past examples of such partnerships 
have facilitated some of the strongest existing  
findings on causality. However, mechanisms for 
ensuring the independence of research conducted 
is paramount, and these partnerships should be in 
addition to a minimum level of standardised data 
access, rather than in its stead.
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Application Programming Interface (API)
An API is a software intermediary that allows two 
applications to communicate with each other. APIs have 
a huge range of uses, but in the context of this report, 
they allow researchers to access certain data from some 
online platforms via requests. As an intermediary, APIs 
also provide an additional layer of security by not allowing 
direct access to data, alongside logging, managing and 
controlling the volume and frequency of requests.

Artificial Intelligence (AI)
AI is a difficult term to define, as its scope and relationship 
to intelligence is subject to debate. With the goal of 
creating globally relevant and interoperable policies, ISD 
follows the OECD’s definition of AI as a “machine-based 
system that, for explicit or implicit objectives, infers, 
from the input it receives, how to generate outputs such 
as predictions, content, recommendations, or decisions 
that can influence physical or virtual environments. 
Different AI systems vary in their levels of autonomy and 
adaptiveness after deployment.”3

Disinformation
Disinformation is false, misleading or manipulated 
content presented as fact, that is intended to deceive or 
harm.

Election denial
Election denial involves claiming that the results or 
process of an election were illegitimate, despite 
demonstrable evidence that it was free and fair. It is 
linked to conspiracy theories and movements.4

Election integrity
Election integrity lacks a universal definition. This Policy 
Brief refers to free and fair electoral processes, based on 
democratic standards and principles such as political 
equality, transparency and impartiality, which establish 
accountability, legitimacy, and trust in their results. Open 
dialogue and information sharing are crucial aspects.5

Extended reality (XR)
XR is a collective term used to describe technologies that 
blur the lines between the real and digital worlds. It 
encompasses the related terms of virtual, augmented 
and mixed reality. Virtual Reality (VR) is a technology that 
provides almost real and/or believable experiences in a 
synthetic or virtual way, while Augmented Reality (AR) 
enhances the real world by superimposing computer-

generated information on top of it. A Mixed Reality (MR) 
experience is one that seamlessly blends the user’s real-
world environment and digitally created content, where 
both environments coexist and interact with each other.6 

Extremism
Extremism is the advocacy of a system of belief that 
claims the superiority and dominance of one identity-
based ‘in-group’ over all ‘out-groups.’ It propagates a 
dehumanising ‘othering’ mind-set that is antithetical to 
pluralism and the universal application of human rights.

Foreign Information Manipulation and Interference (FIMI)
FIMI is defined by the European Union Agency for 
Cybersecurity (ENISA) as “a mostly non-illegal pattern of 
behaviour that threatens or has the potential to 
negatively impact values, procedures and political 
processes. Such activity is manipulative in character, 
conducted in an intentional and coordinated manner. 
Actors of such activity can be state or non-state actors, 
including their proxies inside and outside of their own 
territory.” ENISA explains that the term FIMI aims to refine 
the concept of disinformation by emphasising 
“manipulative behaviour, as opposed to the truth of 
content being delivered.”

Generative AI
Generative AI systems are built on deep-learning models 
trained on raw data which could include books, articles, 
webpages, Wikipedia entries and images scraped from 
the internet.7 These models are designed to detect 
statistical patterns in their training dataset and “generate 
statistically probable outputs when prompted,”8 which 
are similar though not identical to the data that they are 
trained on. This Policy Brief focuses on examples of 
generative AI systems that can be used to generate 
synthetic text, images, audio and video.

Hate (Speech)
Hate is understood to relate to beliefs or practices that 
attack, malign, delegitimise or exclude an entire class of 
people based on protected or immutable characteristics, 
including their ethnicity, religion, gender, sexual 
orientation or disability. Hate actors are understood to 
be individuals, groups or communities which actively 
and overtly engage in the above activity, as well as those 
who implicitly attack classes of people through, for 
example, the use of conspiracy theories and 
disinformation. Hateful activity is understood to be 
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antithetical to pluralism and the universal application of 
human rights.

Misinformation
Misinformation is false, misleading or manipulated 
content presented as fact, irrespective of an intent to 
deceive. 

Radicalisation
Radicalisation is a term used in this context to describe the 
process by which an individual adopts an extremist 
ideology (defined above). This may or may not enable acts 
of violent extremism or terrorism. In the literature on 
terrorism and violent extremism, a frequent distinction  
is made between cognitive radicalisation (adopting 
extremist beliefs) and behavioural radicalisation  
(the process leading up to violent behaviour).9

9Safeguarding Elections in the Digital Age



2024 marks a historic year for electoral processes, as 
almost half of the world’s population take part in major 
elections.10 Online platforms remain important spaces 
for voters’ political opinion formation and debate. 
However, over the last decade the risks of a range of 
online harms to electoral integrity have become 
apparent. Online platforms continue to be used by 
malign actors, ranging from hostile states to extremist 
groups, to influence electoral outcomes or undermine 
faith in electoral processes. Such electoral disinformation 
campaigns deliberately spread false or misleading 
information around voting processes, policies and 
candidates.11 Hate speech and harassment, especially 
against female candidates and marginalised 
communities, also threaten to push politicians and 
activists out of the public sphere and silence affected 
citizens online.12 

Online platforms are vulnerable to misuse due to their 
design, particularly their algorithmic amplification of 
highly engaging, borderline content which is just below 
the threshold of illegality.13 With new challenges from 
technologies such as generative AI, there is vital work to 
be done to protect online electoral integrity. At the  
same time, many online platforms have made cuts to 
their online safety and election integrity teams  
and further restrict researchers’ access to platform data; 
this threatens to undermine the ability to detect and 
respond to disinformation campaigns, hate speech  
and harassment. 

In response to this ever-evolving threat landscape, 
industry, governments and civil society have developed 
responses to these risks, ranging from regulatory 
initiatives to non-regulatory policy approaches.  
However, what mitigation measures are effective, and 
how can these be scaled across different contexts? 

This Policy Brief assesses efforts by the actors mentioned 
to safeguard online electoral integrity, reviewing the 
current online electoral risks and platform features that 
may make online platforms vulnerable to misuse or 
interference. Key responses by online platforms are also 
identified. The brief then distils core insights from 
empirical research on commonly recommended 
mitigation measures for safeguarding electoral integrity. 
These include

• Improving content moderation systems;

• Adjusting algorithmic recommender systems; 

• Making political advertising systems more transparent; 

• Awareness-raising measures such as labelling and 
pre-bunking, and cross-platform cooperation. 

No single mitigation measure will be a silver bullet. 
Throughout this assessment, the need for further 
research on the effectiveness of mitigation measures is 
recognised. Importantly, a major challenge in assessing 
the impact of mitigation measures is the lack of 
transparency regarding online platform policies and 
processes, as well as the limited access to online platform 
data for independent researchers, for example on user 
responses to interventions. 

Throughout this paper, the term “platforms” will be used 
to refer to online platforms for ease. 

1. Introduction 
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2. Online risks to electoral integrity

Despite increasing efforts to protect the integrity of 
elections, they remain susceptible to attempts by malign 
actors to undermine their processes, including in the 
online sphere. This section outlines some of the most 
common types of online risks to electoral integrity and 
identifies ways in which platforms’ functionalities, 
architectures and systems are vulnerable to misuse or 
exploitation in an electoral context. 

2.1 Online threats with the potential to undermine 
electoral integrity 
The European Commission’s Guidelines for providers of 
Very Large Online Platforms (VLOPs) and Very Large 
Online Search Engines (VLOSEs) on the mitigation of 
systemic risks for electoral processes under the Digital 
Services Act (DSA) mention several online threats to 
electoral integrity which are each briefly described 
below.14 

2.1.1 Electoral mis- and disinformation 
Electoral disinformation is intended to sow distrust 
around election processes, whereas electoral 
misinformation refers to the unintentional spread of 
false or misleading information which nonetheless has 
the potential to undermine electoral processes. Frequent 
electoral disinformation tactics include:

• The dissemination of unfounded claims of electoral 
fraud or alleged conspiracies to influence results 
(election denialism);

• The distribution of false information before, during, or 
after elections, such as incorrect election dates, 
polling locations, or eligibility criteria to influence 
voters’ perceptions and behaviours.15 

Disinformation actors may be domestic or foreign, and 
frequently exploit existing polarisation around domestic 
issues to deepen divides between citizens.16 

ISD has observed such distortions of the information 
environment in numerous elections across the globe in 
recent years.17 A report by the European Digital Media 
Observatory (EDMO) found widespread disinformation 
narratives targeting all 11 European elections held in 
2023. Most were attempting to delegitimise the election 
via false claims of voter fraud, foreign influence or unfair 
practices.18

2.1.2 Foreign Information Manipulation and 
Interference (FIMI)
Attempts to influence the information ecosystem can 
also originate from foreign actors and states, though 
attribution is notoriously difficult. The European External 
Action Service (EEAS) coined the concept of Foreign 
Information Manipulation and Interference (FIMI) for 
concerted efforts of this kind, relating to manipulative 
activities that are often legal but harmful. Common FIMI 
tactics, techniques and procedures (TTPs) include:

• Distraction and distortion;

• A frequent use of diplomatic channels as well as assets 
like automated accounts (“bots”) or inauthentic 
websites for dissemination;

• Increasingly sophisticated impersonation; 

• A preference for image- and video-based, multilingual 
content.19 

In this sense, FIMI is both narrower and broader than the 
concept of disinformation. FIMI activity is political in 
nature and often increases around key events like 
elections. However, the EEAS has warned not to 
overestimate the threat and thus the extent of foreign 
influence in processes like elections.20 

2.1.3 Proliferation of hate speech and the spread of 
terrorist and violent extremist content (TVEC) 
Online hate speech can have significant psychological 
impacts on victims and may be used in a targeted manner 
to intimidate or silence individuals and groups on the 
basis of their race, religion, ethnicity, immigration status, 
sexual orientation, gender, sex, or disability. Online hate 
is thus disproportionally targeted at traditionally 
marginalised groups such as women, BIPOC (Black, 
Indigenous and People of Colour), indigenous 
communities, religious minorities and members of the 
LGBTQ+ community.21 Politicians and public-facing 
professions including journalists and election workers 
are also frequently targeted by hate, defamation and 
intimidation campaigns.22 These can dissuade people 
from being outspoken on political issues online, or deter 
candidates from running for public office. By limiting 
democratic participation and representation, this chilling 
effect undermines democratic institutions, norms and 
values for all.23 
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A growing body of policy-oriented academic research is 
shedding light on an expanding tactical playbook of 
coordinated and organic influence operations aimed at 
distorting democratic discourse around elections, where 
forms of Online Gender-Based Violence (OGBV) 
frequently occur. This can include sexual harassment as 
well as smear and gendered disinformation campaigns 
targeting women candidates and public office-holders.24 
For example, during the 2020 US election, ISD found that 
women and candidates from an ethnic minority 
background running for Congress were more likely than 
men and those who do not have an ethnic minority 
background to receive abusive content on Facebook and 
X (then Twitter).25

Due to different legal traditions and cultural 
understandings, the thresholds and types of hate speech 
that are illegal differ across jurisdictions. For example, 
the DSA aims to curb the spread of illegal hate speech 
across the EU, yet the bar for legality mostly depends on 
member states’ individual criminal codes. The 2008 
Council Framework Decision on combating certain forms 
of expressions of racism and xenophobia required EU 
member states to criminalise public incitement to 
violence and hatred based on race, colour, religion, 
descent or national or ethnic origin in an effort of 
harmonisation.26 However, implementation varies27 and 
many differences and diverging interpretations of what 
is considered illegal hate speech remain. Thresholds of 
illegality are hard to determine even for experts within a 
jurisdiction, often depending on delicate balancing acts 
between fundamental rights on a case-by-case basis.

In many Western contexts, the spread of terrorist or 
violent extremist content (TVEC) may not feature as 
prominently as in other regions but it remains a risk to 
electoral integrity which platforms should monitor and 
mitigate. This particularly concerns the incitement of 
political violence to disrupt electoral processes, including 
attempts to undermine the integrity of election results 
and democratic institutions. Like hate speech, thresholds 
and definitions of illegal TVEC vary across jurisdictions.  
In many contexts, organisations are proscribed or 
designated as terrorist entities by state authorities.

2.1.5 Synthetic content fabricated through emerging 
technologies 
Emerging technologies, such as generative AI and 
Extended Reality (XR), have the potential to affect 

democratic processes by amplifying existing online 
threats.28 Generative AI provides a cost-effective tool for 
creating eye-catching content and propaganda29.  
Malign actors may use it to create and distribute more 
persuasive, affordable and automated disinformation, 
FIMI and hate campaigns..30 Emerging technologies also 
pose several distinct risks. Generative AI’s outputs  
may contain false or nonsensical information 
(hallucinations) regarding elections.31 On the other side, 
people’s awareness that content may be artificially 
altered creates the “liar’s dividend,” in which politically 
incriminating but authentic content can be disputed  
as false.32 

AI-generated content can particularly affect women in 
the public eye through sexualised targeting, including 
artificially generated non-consensual intimate imagery; 
this is both harmful to women as individuals and also 
risks a chilling effect on their participation in public life.33 
For example, weeks before the 2022 Northern Irish 
legislative election, a young woman politician,  
Cara Hunter, was targeted by a sexually explicit deepfake 
video that went viral. After the video spread, she received 
a substantial number of sexual and violent messages 
from men worldwide. Hunter won her seat in the 
Northern Ireland Assembly, but noted that the attack 
“left a tarnished perception of me... I’ll have to pay for the 
repercussions of this for the rest of my life.”34

2.2 Platform features and vulnerabilities
Limited data access and transparency into platforms’ 
internal systems and processes makes it challenging to 
study their vulnerabilities. This section reviews how 
platform functionalities and procedures may be misused 
to endanger election integrity. 

2.2.1 “Safety last” and deceptive design choices
Platforms often employ default settings that do not 
prioritise user safety and privacy. Users can take the time 
to manually adjust these settings, but this may involve 
choices so granular they discourage them from doing so 
or platforms may restrict functionalities when users do 
opt out.35 Moreover, platforms’ use of so-called “dark 
patterns” incentivises certain behaviours, such as 
clicking a highlighted button, without users necessarily 
intending to take this concrete action. Dark patterns can 
lead users to consume or spread mis- or disinformation; 
they can also be used to present misleading political 
information or options to voters, such as emphasising or 
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de-emphasising certain candidates or issues.36 This may 
result in voters making uninformed or coerced 
decisions.37 Generally, dark patterns often benefit 
advertising partners, as they can be used to trick users 
into sharing more personal data than they intend. This 
data can then be used to micro-target political ads and 
manipulate voting behaviour.38

2.2.2 Algorithmic recommender systems
Most platforms host more content than users can 
consume, leading many platforms to move from  
reverse-chronological displays to feeds showing users 
the “most interesting” content via algorithmic 
recommendation systems. These algorithmic ranking 
systems make automated decisions about which pieces 
of content to prioritise or demote on feeds or in search 
results, who to connect with, who or what pages to follow 
– ultimately shaping the online experience of billions of 
users. “Recommended content” is usually material 
which is most likely to bring value to the company – for 
example, content likely to increase user engagement 
(“likes”, re-shares, etc.) and average time spent on  
the platform.39 

The “engagement problem” describes how users tend to 
interact heavily with so-called borderline content that 
nears the line of platforms’ terms of service (ToS). 
Borderline content is often divisive, misleading and 
emotionally charged; it tends to reinforce stereotypes 
and increase discrimination against already marginalised 
groups.40 Meanwhile, algorithms remain particularly 
opaque functions, often acting as “black boxes” of 
limited interpretability. Platforms tend to guard them as 
trade secrets, making it challenging for researchers to 
gather insights on their effects.41

A recent study into TikTok’s design by Politico and 
Northeastern University found that the platform’s  
non-transparent, AI-based recommender systems 
prioritise highly engaging content to increase users 
screen time. When researching content on the Israel-
Palestine conflict based on analysing hashtags, 20 times 
more pro-Palestinian leaning content was produced by 
users, but this was not reflected in user feeds. Instead, 
proportions changed around key events over time, 
presumably due to regular changes in algorithms.  
This distorts political discourse and risks undermining 
citizens’ abilities to gather reliable information to inform 
their vote.42

2.2.3 Terms of Service (ToS) and content moderation
Decisions to remove, downrank or keep content and 
accounts online affect users’ human rights, such as 
personality rights, freedom of speech or the right to 
information. Most major platforms have policies in their 
ToS against misinformation. For example, Meta’s policy is 
to remove misinformation where it may contribute to 
the risk of imminent harm or interfere with the 
functioning of political processes.43 Platforms base most 
content moderation decisions on their ToS rather than 
legal obligations in respective jurisdictions. While most 
ToS are based on international legal standards, they tend 
to be vaguely worded and are often not enforced in a 
consistent manner.44 

Due to the vast volume of content hosted on platforms, 
content moderation decisions are increasingly 
conducted by automated tools. On the one hand, 
automated systems may often not be as accurate as 
human experts as these decisions tend to require 
complex balancing acts between different human rights 
and a detailed knowledge of local laws and cultural 
particularities. On the other, human content moderators 
also frequently make wrong decisions or fail to detect 
hate speech that should be moderated.45 It is also an 
emotionally-taxing and mentally draining task; and as 
content moderation is a cost factor, they have limited 
time to assess very large amounts of content.46 

The number of human content moderators employed 
varies widely depending on regions, languages and 
platforms, resulting in different regional standards  
for online electoral integrity. According to leaked 
documents released as part of the “Facebook Papers,” 
87 percent of the platform’s global spending on 
classifying misinformation is dedicated to the US.47 
Typically, the overwhelming majority of capacities to 
evaluate content are in English, which tends to be 
followed by languages such as French, German, and 
Spanish. Most platforms provide very limited resources 
to content moderation and Trust and Safety teams in 
other languages.48 

A study on content moderation in Ethiopian languages 
concluded that multilingual language models powered 
by automated systems regularly fail to detect harmful 
content in so-called minority languages. These models 
are simultaneously trained on several so-called “low-
resource languages” such as Urdu, which is among the 
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most-spoken languages globally but not very present in 
online texts that feed into these systems, or Amharic. 
However, the systems use “cross-lingual transfers”, 
simply translating lessons they learned on what is 
harmful in English, a copy-paste-approach that makes 
them far less accurate.49 Such limitations in Meta’s 
content moderation in languages like Tigrinya is alleged 
to have contributed to increasing polarisation in the 
context of violence in northern regions of Ethiopia.50

2.2.4 Political ads 
Most platforms’ core business model is based on 
advertising, and most platforms allow political 
advertising. Definitions differ across contexts and remain 
disputed as it is hard to determine what constitutes 
political content; however, platform definitions usually 
refer to paid ads from political parties and candidates 
which may include politically salient issue ads on topics 
like migration, housing, healthcare or climate. Moreover, 
most jurisdictions have specific rules around electoral 
ads such as prescribing how they ought to be marked or 
setting spending limits.51 

Political advertising as a form of paid influence has the 
potential to shape and manipulate voter perceptions and 
behaviours; it can be used by malign actors to spread 
disinformation, hate and illegal content.52 A particular 
area of concern is the increasing use of political micro-
targeting techniques worldwide and across the political 
spectrum.53 Leveraging large sets of data on users, often 
collected without users having a detailed understanding 
of what they are consenting to, political messaging can 
be tailored to target certain characteristics or preferences 
to achieve the highest possible impact. This opaque 
fragmentation of public discourse and the democratic 
process is questionable regarding data protection and 
privacy, voter self-determination and transparency.54 
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ISD’s Electoral Scorecard provides an overview of major 
platforms’ preparation to safeguard electoral integrity 
ahead of global elections in 2024 (including Meta, X, 
YouTube, Snapchat, and TikTok). ISD assessed what 
policies platforms have in place on information integrity, 
political ads, hate speech and violent extremism, internal 
and external resourcing, transparency and state-affiliated 
media. ISD did not assess the enforcement of these 
policies. 

ISD’s assessment shows that platform policies remained 
unclear and unrelated to election denialism, as it was 
already the case during the 2016 and 2020 US presidential 
elections. Platforms have made vague commitments to 
combat election misinformation and are not universally 
addressing election denialism, which raises concerns 
about how they will handle claims leading up to and after 
the 2024 US presidential election, let alone other 
elections. Meta, X and YouTube have no explicit mentions 
of election denialism in their misinformation policies; 
none of the platforms aside from TikTok have policies 
that clearly penalise content that claims victory before 
the election is called. Platforms are similarly divided over 
approaches to fact-checking, disclosure requirements, 
and the handling of synthetic media. Combined with the 
many changes in the political ads space since the last US 
presidential election, this lack of clear policies and their 
enforcement leaves political messaging in digital media 
open to potential misuse. 

Summary of Key Platform Announcements for 2024 
Elections55

 
Meta
Announcement (28 Nov 2023):56

• New policy requiring advertisers to disclose AI or 
digital techniques used in ads with realistic content 
enters effect.

Generative AI Update (5 Apr 2024):57

• Increased transparency and labelling for generated/
manipulated content, with downranking of labelled 
content.

• Ceased removing misleading manipulated or artifi-
cially generated videos of people speaking from July 
2024 onwards, with a new policy of labelling such 

content. This excluded content that violates other 
Terms of Service, such as voter interference.

European Parliamentary Elections:58

• Establishment of Elections Operation Centre,  
partnerships with 26 fact-checking organisations 
covering 22 languages and content reviewers in all 24 
official EU languages.

Google
Announcement (19 Dec 2023):59

• Released new tools and policies including watermark-
ing, disclosure and labelling for generative AI.

• Unveiled initiatives to help users access high-quality 
information and partnerships for campaign and infor-
mation security.

European Parliamentary Elections:60

• Provided €1.5 million to the European Fact-Checking 
Standards Network 

• Announced a pre-election pre-bunking campaign, 
AFP journalist training support, $1 million donated for 
developing anti-disinformation hackathons, and 
search trend insights via “Google Trends Election 
Hub”.

Gemini chatbot:61 

• Restricted ability for users to ask election-related 
questions in active election countries.

TikTok
Announcement (18 Jan 2024):62

• Announced media literacy partnerships, founding of 
US Elections Centre for reliable voter information, 
verification for political figures and ongoing content 
moderation.

• Disrupted and removed influence operations, 
restricted misleading AI-generated content, and 
proactive/reactive misinformation countering.

3. Platform responses 
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European Parliamentary Elections:63

• Announced partnerships with 11 fact-checking organi-
sations in 18 languages, potential labelling of unverified 
content, investments in media literacy campaigns, 
6000 moderators for EU-language content and local 
language election centres in each member state.

OpenAI
Announcement (15 Jan 2024):64

• Announced usage policies to prevent misuse of tools 
like ChatGPT, including restrictions on impersonation 
and misrepresentation of democratic processes. In the 
US, ChatGPT will also direct users to the authoritative 
and nonpartisan CanIVote.org for voting information.

Implementation of the Coalition for Content Provenance 
and Authenticity:65

• Integrated C2PA standard into images generated by 
DALL-E 3, which is a non-removable digital watermark 
and will identify images as AI-generated. 

• Began directing US users to CanIVote.org for voting 
information.

Anthropic
Announcement (16 Feb 2024):66

• Enacted acceptable use policy prohibiting misuse of AI in 
campaigning and lobbying, automated misinformation 
detection, red teaming (a process that involves using an 
adversarial approach to challenge a model’s systems 
and assumptions) for risk assessment and began provid-
ing authoritative sources for US voting queries.

Update (5 June 2024):67

• Released detailed risk testing and mitigation process 
for election-related risks, involving policy vulnerabil-
ity testing, automated evaluations and re-testing to 
measure the efficacy of this approach.

• Specific focus on adding extra guardrails in the US and EU.

• Both OpenAI and Anthropic are enhancing their 
measures primarily in the US and, for OpenAI, the EU. 
Neither have detailed efforts in other regions.
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This section reviews the evidence available on the 
efficacy of platforms’ mitigation measures against risks 
to electoral integrity amid platform vulnerabilities, 
including measures to introduce and/or adapt:

• Design features; 

• Content moderation and terms of service; 

• Algorithmic recommender systems;

• Advertising systems; 

• Internal processes; 

• Cooperation with trusted flaggers;

• Cooperation with other platforms; 

• Awareness-raising efforts. 

The limitations to conclusive studies are listed 
throughout and discussed further in section 5. While 
these may seem numerous, the aim of this paper is also 
to provide a measured review of the efficacy of mitigation 
measures, and highlight areas for further research and 
study rather than dissuade from the application, testing 
and measurement of such mitigation measures.

This section largely follows the structure and order of 
Article 35.1 of the EU’s DSA, which describes the types of 
mitigation measures VLOPs and VLOSEs may put in place 
to address systemic risks present on their services, as far 
as they are relevant to safeguarding electoral integrity.68 
Article 35.1(j) DSA on the rights of the child is outside the 
scope of this Brief. While most measures discussed in the 
following correspond to the platform vulnerabilities 
outlined in section 2.2, additional measures’ efficacy is 
evaluated, such as cooperation and awareness-raising 
efforts. Handling risks stemming from synthetic content 
(Art.35.1(k)) is discussed throughout this section, as 
effectively mitigating these requires an amalgamation of 
measures.

4.1 Adaption of the design, features or functioning 
of services (Art. 35.1.a) 

4.1.1 Feature restrictions 
One approach to mitigate risks to online electoral 

integrity is to slow the spread of harmful content 
produced by either humans or automated accounts 
(‘bots’). This can be achieved through caps on the use of 
functions such as messaging, commenting, sharing and 
forwarding. Besides the risk of automated attacks, 
research on ‘super-users’ (i.e. human users with 
exceptionally high levels of activity on a platform) found 
that a few malign actors can create and share significant 
amounts of harmful election-related content through 
extreme overuse of platforms.69

X introduced usage limits in 2023 to fight these 
phenomena. Currently, it has capped direct messages to 
500 per day and posts (including reposts) to 2,400 per day 
with smaller limits for 30-minute timeframes; additionally, 
users are limited to following 400 new accounts per day.70 
WhatsApp introduced new forwarding limits for messages 
and channel updates in 2020: users can select up to five 
chats to forward content to at a time. A message that was 
forwarded to a user can only be shared by them with one 
chat at a time. After five forwards, content is labelled as 
“forwarded many times” and can only be shared with one 
more chat at a time. However, since messages are end-to-
end-encrypted, WhatsApp is unaware of how often a 
message is forwarded.71 According to the company, the 
new features decreased the spread of “highly forwarded” 
content by 70 percent.72 However, the proportion of this 
content’s harmfulness is unknown. Virality may be 
reduced, but it is unclear the extent to which this has a 
positive effect on reducing online harms.

A lack of data access coupled with the need to respect 
user privacy make it difficult to conduct conclusive 
research, particularly on private messaging platforms. A 
study from 2019 based on public groups concluded that 
message limits on WhatsApp were indeed useful in 
slowing the spread of information, yet fail to undermine 
the propagation of viral misinformation campaigns. The 
researchers suggest that limiting specific messages and 
accounts may be more effective.73 Another study from 
2024 noted researchers’ limited understandings of 
forwarding mechanisms and the efficacy of measures 
such as flagging viral content and restricting 
dissemination. The authors found that the latter can be 
easily circumvented by copying and pasting material into 
the text message field and sending it directly.74

The non-governmental organisation (NGO) Protect 
Democracy suggests that usage limits should be 

4. Evaluating the effectiveness of mitigation measures
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reasonable and focused to only capture extreme over-
users instead of hindering legitimate accounts.75 Different 
limits may be appropriate during elections, for example, 
for new accounts or entities that relate to voting. A 
distinction should also be made between mitigation 
measures on private messaging services and social media 
platforms, as the latter are more capable of applying limits 
only to election-related content or accounts.

4.2 Adaption of terms and conditions and their 
enforcement, adaption of content moderation 
processes (Art. 35.1.b and Art.35.1c) 

4.2.1 Content moderation
Content that violates platforms’ ToS can require action, 
including removal, downranking or labelling. On most 
platforms, violative content includes electoral mis- and 
disinformation, hate speech and TVEC. Content 
moderation includes a mixture of human and automated 
moderation; the efficacy of automation in content 
moderation is discussed in more detail in section 4.3. 

Platforms’ enforcement of content removal is neither 
uniform nor consistent. Independent research on the 
accuracy and effectiveness of removal can be difficult to 
perform due to the scale of content and activities on 
platforms.76 Most studies are piecemeal and only provide 
insights on specific contexts. One study of the 2020 US 
presidential elections found that removal of content 
often took place once misinformation has been widely 
disseminated or has gone viral;77 at this stage, this 
mitigation strategy may be relatively ineffective at scale 
and high cost. 

Many studies on the efficacy of content removal look at 
the COVID-19 pandemic. While not election-focused, this 
research provides transferrable insights into the way 
platforms moderate mis- and disinformation. According 
to the Meta Oversight Board, Meta removed 27 million 
pieces of content flagged as COVID-19 misinformation 
from Facebook and Instagram between March 2020 and 
July 2022, 1.3 million of which were restored through 
appeal.78 However, an independent study of Facebook’s 
removal of vaccine misinformation found that while 
some content was removed, this was not followed by 
overall decreased engagement with the anti-vaccine 
content.79 The authors found that highly motivated users 
knew how to use Facebook’s architecture and discovered 
ways to circumvent misinformation removal policies. 

Another aspect that requires further research is the 
efficacy of content moderation across languages. 
Evidence suggests that policies and practices 
implemented by platforms when moderating non-
English language content can have negative effects on 
freedom of expression or access to information due to 
their inaccuracy.80 According to the whistleblower 
Francis Haugen, Facebook allocates 87 percent of its 
spending on misinformation countermeasures to English 
content, despite only 9 percent of its users being English 
speakers.81 The EU’s DSA requires VLOPs and VLOSEs to 
report the human resources dedicated to content 
moderation, broken down by each of the bloc’s 24 official 
languages (Article 42.2). Even with these provisions in 
place, platforms report inconsistently on geographies, 
language proficiency requirements and how they count 
multilingual moderators across several languages.82 
While on paper this illustrates a positive step towards 
greater resource allocation to non-English content 
moderation, these recent transparency reports reveal 
that many services have few or no moderators in less 
commonly spoken languages.83 The DSA’s measures also 
do not address the multitude of languages spoken 
globally, especially by diaspora communities in the EU, 
and in Global South countries.

4.2.2 Account bans and deplatforming
Account bans refer to temporary restrictions of access to 
user accounts, while deplatforming describes the 
attempted permanent suspension of certain individuals 
from a platform. These strategies are often deployed on 
users with large audiences built on controversial 
behaviour that may breach ToS. While some view these 
mitigation measures as overly restrictive for freedom of 
speech, others argue that platforms have a right to 
decide upon content they do not wish to host on their 
sites.84 For example, in 2021 the German Federal Court of 
Justice reiterated that platforms may define ToS that 
determine what is legitimate content beyond what is 
restricted by law and enforce them as long as they are 
transparent about these additional restrictions.85

Generally, there is limited research on platform-wide 
interventions regarding speech, including restricting 
and deplatforming accounts. Data on the impact of 
short-term efficacy are mixed while the long-term effects 
have not been systematically investigated. One study 
found that deplatforming 70,000 spreaders of 
misinformation after the Capitol Hill attacks on January 6 
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lowered the reach of misinformation on X (then Twitter). 
Despite this number being a fraction of users, these 
“superspreaders” seem to be responsible for a large 
amount of misinformation.86 However, many users also 
left the platform in protest after the mass deplatforming; 
alongside other factors, this may have affected the 
results so causality cannot be established.87 Other 
investigations found that the number of conversations 
around particularly high-profile users decreased through 
deplatforming, and overall public attention paid to these 
influencers also decreased.88 

Yet, this strategy seems to have various workarounds. An 
examination of Facebook’s ToS around COVID-19 vaccine 
misinformation, including account takedowns, 
concluded that the platform’s design allows for several 
means to circumvent interventions. The layered 
architecture that functions such as groups and subpages 
enables users to withdraw to different parts of the 
platform and create complex paths and cross-linkages to 
evade detection of problematic behaviour in the first 
place. Deletion of individual accounts, pages and groups 
is less effective if the same content is posted elsewhere, 
and accounts which were newly created – potentially 
after the removal of a previous account – frequently 
coordinate with existing ones.89 Moreover, users that are 
deplatformed tend to move to smaller platforms that are 
often less moderated which may result in users spending 
more time in more harmful online spaces. While fringe 
platforms tend to have a smaller reach, potentially 
reducing the spread of harmful content, the migration of 
users to these platforms before a major site’s 
deplatforming remains an issue.90 For example, a recent 
ISD study which mapped the German far right online 
ecosystem over three years, found that users who moved 
to smaller fringe platforms with more lax ToS, also  
tended to migrate back to larger platforms once ToS are 
less restrictive again, as was the case with X.91

4.2.3 Geo-blocking sanctioned state actors
Geo-blocking sanctioned state actors requires platforms 
to block sanctioned content from being accessed online 
in specific regions. For example, geo-blocking was 
implemented in EU member states following Russia’s 
full-scale invasion of Ukraine and subsequent EU 
sanctions on Russian state media. In addition to war-
related propaganda, sanctions also aim to mitigate 
Russian attempts to destabilise the EU, its institutions 
and its political parties, especially during elections.92 

Research by ISD and others indicate that geo-blocking of 
state-sanctioned Russian media has largely been 
effective, leading to significant drops in web traffic, click-
throughs to sanctioned websites, and engagement with 
Europe-focused Russian state media pages following 
sanctions. However, post-invasion changes in media 
consumer behaviour likely also affected engagement.93 

Despite these efforts, content from sanctioned websites 
remained available to European audiences on platforms 
through alternative domains that are not sanctioned, 
mirror websites, websites that direct traffic to sanctioned 
media and websites that copy content from sanctioned 
media.94 Researchers also found inconsistencies 
between platforms and EU member states in the 
implementation of sanctions in 2022.95 This indicates a 
need for policymakers to regularly update sanctions lists 
and for platforms to be more responsive and iterative in 
enforcement actions.

However, some avenues for propaganda dissemination 
were unaffected by geo-blocking. The accounts of 
diplomats, state media journalists, and staff had increases 
in EU engagement and followers after the full-scale 
invasion of Ukraine.96 The availability of sanctioned 
content in non-EU countries with shared languages, 
such as Spain and Hispanic America, also facilitates the 
flow of state media-driven narratives into the EU.97

Outside of extreme conditions with high risks for FIMI 
(such as those following the full-scale invasion of 
Ukraine), geo-blocking is likely an inappropriately 
restrictive mitigation measure as it suppresses access to 
information. Although it can be a useful measure for 
taking action against individual accounts while 
complying with applicable regional laws, geo-blocking is 
unsuitable for countering online threats systemically, for 
example, to deal with the emergence of alternative 
inauthentic networks.

4.3 Testing and adaption of algorithmic systems, 
including recommender systems (Art. 35.1.d) 
Algorithmic recommender systems make automated 
decisions about which content, accounts and pages to 
prioritise or demote on feeds or in search results. 
Ultimately, they shape the online experience of billions 
of users. By adjusting these ranking systems, platforms 
can control the reach of problematic content such as 
electoral disinformation, hate, and other undesired 
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content.98 Algorithmic systems are also applied in 
content moderation and many other platform activities 
and products. However, restrictions on data access and 
research partnerships limit causal research and external 
validity. 

4.3.1 Automated content moderation
The massive volume of content uploaded and circulated 
on platforms and the emotionally-taxing nature of much 
of the content makes content moderation a challenging 
job for human moderators. Thus, many platforms use 
natural language processing (NLP) algorithms to 
automate content moderation.99 This may include 
proactive automated detection of potentially problematic 
content and/or automated content moderation 
decision-making, such as removing, labelling or 
demoting content. 

Due to data access and research design limitations, it is 
difficult to systemically and independently measure the 
efficacy of automated content moderation compared to 
the overall prevalence of harmful content or material 
which violates platforms’ ToS. Therefore, much research 
on whether automated content moderation is an 
effective mitigation measure focuses on its accuracy. 
While studies on the impact of automated systems are 
limited, especially on elections, one piece of research, 
which studied increased automated content moderation 
during the early days of the COVID-19 pandemic, showed 
a rise in removals associated with a decrease in accuracy 
and specificity of the takedowns.100 Although not 
statistically significant, this example illustrates the 
potential effects of an over-reliance on automated tools. 
More research is needed to determine the effects of 
these tools in election contexts. 

Over-reliance on automated tools can also raise human 
rights concerns. Users’ freedom of expression can be 
violated by false positives, when an algorithmic system 
mistakenly classifies content as violative. Similarly, 
without sufficient, high-quality, unbiased data on 
underrepresented groups, inequalities can be reflected 
or amplified by automated moderation, also resulting in 
risks to freedom of speech.101 To mitigate these risks, 
proper complaint, review, appeal and general oversight 
by humans are essential, alongside comprehensive 
documentation and explanation of the nature and scope 
of automated tools. False negatives – when an algorithmic 
system misses something that should have been 

classified as violative – may lead to a failure to address 
violative content (including for example hate speech, 
harassment, misinformation). This can in turn have a 
chilling effect on certain communities’ willingness to 
participate online.102 

Given these complexities and the fast pace of 
technological development, further research on the 
human rights impact of automated content moderation 
is needed. This is especially important in an electoral 
context, where risks to freedom of expression on political 
issues and over-moderation of specific groups may 
occur; these issues may not be remedied during the 
election period itself. 

4.3.2 Reduced virality
Few studies have examined whether adjusting 
algorithmic recommender systems to downrank or  
de-amplify content from sources that are deemed 
untrustworthy may impact user behaviour. However, 
initial results indicate that this type of intervention is 
promising. 

For one experimental study, authors partnered with the 
search engine DuckDuckGo to deploy interventions to 
more than 463,000 search results where links to websites 
known for misinformation appeared.103 Researchers 
found that algorithmic de-amplification was the most 
effective intervention, reducing engagement with 
misinformation by more than 50 percent. The high 
external validity of this experiment highlights the 
importance of successful research partnerships. 

Similarly, another set of researchers studied Facebook’s 
claim to reduce the virality of posts sharing content by 
“repeat offender” websites and groups, which fact 
checkers have found to repeatedly publish mis- or 
disinformation. Based on data from social media listening 
tools and fact-checking data sets, the authors found that 
engagement per post for these groups reduced between 
16-31 percent.104 

Another way to limit the virality of problematic content is 
by “turning off” the recommender system in the feed on 
many platforms’ homepages. Instead, platforms can 
revert to the reverse-chronological feed showing 
content only based on how recently it was published and 
whether the user follows the posting accounts. 
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A study produced by researchers in partnership with 
Meta investigated this intervention’s impact during the 
US 2020 presidential election. Participants were actively 
recruited and placed either into a group where their 
Facebook and Instagram newsfeed showed content 
based on chronology, or a control group, where 
participants’ feeds continued to show content based on 
the algorithmic recommender system.105 Results were 
mixed: the authors found that on both platforms the 
treatment group was exposed to more political and 
“untrustworthy” content. However, on Facebook 
participants also saw increased content from moderate 
and ideologically-mixed audiences, and reduced 
exposure to uncivil content by almost half.106 Again, this 
research partnership illustrates the benefits of such 
partnerships, despite the difficulty in establishing them. 

While previous research focused on the algorithmic (de-)
amplification of harmful content, the role of algorithmic 
recommender systems in supporting the spread of 
synthetic content has recently received more attention. 
In theory, platforms’ AI detection tools combined with 
metadata provenance standards, such as those 
introduced by the Coalition for Content Provenance and 
Authenticity, can mitigate risks from the algorithmic 
dissemination of synthetically generated content.107 
However, limited data access and the recent 
implementation of these measures means at present 
there is little research regarding their efficacy. 

4.3.3 Boosting of authoritative election information
Another strategy deployed by platforms is directing users to 
official information sources on public issues, such as voting 
information or public health. For example, during the US 
2020 presidential election, X (then Twitter) tried to increase 
access to credible information on voting and the integrity of 
election results. Similar efforts were undertaken during the 
COVID-19 pandemic, as X attempted to ensure user access 
to credible public health information. Generally, 
authoritative information may be elevated via redirection 
links to authoritative sources on a post related to the topic, 
or the “flood the zone” approach where authoritative 
information is planted throughout a feed or added directly 
to the user interface. The messaging of this intervention 
includes media literacy tips, pre-emptive rebuke or “pre-
bunking” of misinformation (see Section 4.8.5).108 

Platforms often tout these mitigation measures as a key 
pillar of their information integrity strategies, but evidence 

of their efficacy is mixed and further research is needed. 
Survey experiments testing informational panels similar 
to those used by platforms have found positive but small 
effects on participants’ ability to recognise 
misinformation.109 In an experimental study where authors 
partnered with DuckDuckGo, authors tested the effect of 
informational and pre-bunking panels. Neither 
intervention resulted in significant decreases in users’ 
selection of misinformation results.110 The authors also 
found that users rarely clicked on the links in pre-bunking 
panels themselves. Other studies demonstrate more 
promising results. An experiment on X (then Twitter) 
showed that by drawing attention to the quality of news, 
people are more likely to share accurate or high-quality 
content, even when it was inconsistent with their political 
beliefs.111 Section 4.8.1 explores this further.

4.4 Adapting advertising systems (Art. 35.1.e) 

4.4.1 Political ads disclosures
Political ads usually refer to ads from political parties and 
candidates and may include politically salient “issue” 
ads. The European Commission’s Code of Practice on 
Disinformation notes that issue ads can significantly 
shape “public debates around key societal issues, 
particularly in forming public opinion, political and 
electoral debate, referenda, legislative processes and 
the voting behaviour of citizens.”112 Research indicates 
that audiences are most likely to be persuaded by a 
political ad when they do not know the ideological 
motivation of its source, indicating the importance of 
ads transparency.113 Issue ads can also be a vehicle for 
disinformation and FIMI. For example, during the 2016 
US presidential election, it was found that Russia’s 
Internet Research Agency also exploited issue ads to 
influence voting behaviour.114 

A small number of studies present mixed results on how 
political ads disclosures directly impact users and voters. 
Experiments using participant recall and eye movement 
data show that US users spend longer looking at 
presidential candidacy ads that include sponsorship 
disclosures, likely due to further reading and engagement 
with that information.115 However, this engagement did 
not consistently lead to users remembering the source 
of the ad long-term. Research on ads libraries, which 
increase transparency by providing a public, searchable 
repository of ads on a platform, also indicates a 
disconnect between theory and practice. Researchers 
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from McGill University studying the integrity of Canada’s 
2019 federal election concluded that the Facebook ads 
repository was only theoretically useful for increasing 
electoral transparency.116 In practice, it provided 
insufficient data and was inaccessible for many users, 
tempering any positive effects on online electoral 
integrity.

Similarly, other research indicates the widespread 
prevalence of insufficient or incomplete data and 
accessibility issues with platform and search engine ad 
libraries. The Mozilla Foundation’s stress test of VLOPs 
and VLOSEs prior to the 2024 European Parliament 
elections concluded that none offered “a fully-functional 
ad repository”.117 Mozilla also noted that libraries were 
not comparable, with differences in listed information on 
advertisements, advertisers, targeting techniques, the 
availability of historical data, and the granularity of tools 
and data (particularly regarding features such as filtering 
and sorting). Missing data, malfunctions, search rate 
limits and data access issues all caused further 
complications.

Few platforms include influencer content in ads 
repositories, despite its role in political advertising.118 
Similarly, “issue” ads are often not defined clearly, and are 
not consistently included in ads repositories worldwide, 
including ads on electorally salient topics. This represents 
a significant route for spreading misinformation.119 The 
automated classification of ads also introduces high risks 
of inaccuracy. Accuracy issues, as well as inconsistencies 
across platforms and inaccessible design, have also been 
noted in research on political ads repositories in Ireland, 
the Netherlands, Czechia, Italy and the UK.120 This indicates 
that the efficacy of ads disclosures is likely only as effective 
as its implementation. 

Despite the limitations, the creation of political ads 
libraries has also enabled public-interest research on 
misinformation and FIMI. For example, research from EU 
Disinfo Lab and AI Forensics on the Doppelgänger 
network of pro-Russian propaganda was enabled by 
Meta’s Ad Library, providing valuable information on a 
large-scale operation serving targeted issue ads to 
European voters.121 

4.4.2 Political ads bans
Some platform policies prohibit political ads for reasons 
ranging from inconsistency with a desired “light-hearted” 

platform experience (TikTok) to high risks to civic 
discourse through to harms such as micro-targeting (X, 
then Twitter; this policy was reversed in 2023).122 
Research is lacking on any direct effects ad bans may 
have on civic discourse and electoral processes. 

Ad bans are only as effective as their implementation 
and there is little research on X’s previous ban on political 
ads. TikTok’s ban, however, received more attention, 
revealing issues with classifying influencer content and 
moderating ads. TikTok ostensibly does not allow paid 
ads with political content (including advocacy and issue 
ads), and content creators cannot be paid to publish 
branded political content. The company also claims to 
not allow campaign fundraising or access to monetisation 
functions for political accounts. However, an investigation 
by the Mozilla Foundation found that these policies are 
easy to evade. Influencer advertising was particularly 
prone to a lack of moderation and undisclosed paid 
partnerships with political groups.123 These findings are 
consistent with earlier investigations by Mozilla, which 
also demonstrate the role of paid partnerships with 
political influencers in disseminating political content  
on TikTok.124

Other investigations indicate issues with moderating 
submissions of political ads to TikTok as well as platforms 
that do officially allow political ads. Testing by Global 
Witness in June 2024 found that TikTok approved 16 out 
of 16 political ads submitted for publication.125 The ads 
were intended for publication in Ireland prior to the 
European Parliament elections in June 2024 and featured 
electoral disinformation. These findings are similar to 
those from a 2022 Global Witness investigation, where 
English and Spanish-language ads were approved by 
TikTok in the US despite containing false electoral 
information and claims designed to delegitimise 
electoral processes.126 

4.5 Reinforcing internal processes (resources, 
testing, documentation, or supervision of activities) 
(Art. 35.1.f)
Since the DSA is very broad regarding the mitigation 
measure of reinforcing internal processes, this section 
uses the example of generative AI to outline what testing 
and documentation may look like for this emerging 
technology. Generative AI systems are integrated into 
the workings of some platforms and search engines, 
such as AI Overviews in Google Search or Meta’s AI 
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chatbot. Some services incorporate AI systems 
developed by third parties, whereas others, such as 
Google and Meta, use their own proprietary models. 
These systems come with risks of misinformation, as well 
as the potential to aid malign actors’ attempts at 
spreading disinformation or other online harms. To date, 
most mitigation measures for risks emanating from 
generative AI include the reinforcement of internal 
processes, including the resourcing, testing, 
documentation and supervision of new and existing 
activities. A selection of the most prominent mitigation 
measures are reviewed below, though many of those 
adopted by platforms are quite new and further research 
is needed to determine their efficacy.

At the systems level, risks stemming from generative AI 
can be mitigated through a variety of procedures. AI 
developers can ensure that generated image, video and 
audio content – especially that concerning elections and 
political processes – is detectable through provenance 
and authenticity methods. These include watermarks, 
metadata identifications, and cryptographic methods. 
The Coalition for Content Provenance and Authenticity 
(C2PA) has created standards for “cryptographic asset 
hashing” which allow an electronic file to be sealed with 
a tamper-evident manifest containing information about 
a file’s history and edits.127 C2PA standards have not yet 
been adopted across the industry, but are currently 
integrated into some language models, such as Open AI’s 
DALL-E 3 and its upcoming text-to-video model, Sora.128

As language models are built, developers can ensure that 
models’ vulnerabilities are tested via red-teaming 
exercises and technical safeguards can be introduced, 
including moderation of elections-related content and 
the use of prompt classifiers. Some jurisdictions are 
beginning to make measures such as vulnerability 
testing and content provenance marking mandatory 
through legislation, such as the EU’s AI Act.129 Red-
teaming and other vulnerability testing processes can 
help prevent the spread of electoral misinformation or 
creation of disinformation via generative AI tools, 
although their efficacy when integrated into platforms 
requires further research.130

4.6 Initiation or adjusting cooperation with trusted 
flaggers (Art.35.1.g) 
Academic and civil society work on trusted flagging is 
mostly theoretical and based on a European context, 

with a focus on the trusted flagging provisions in the EU’s 
DSA. There is no systematic research on the efficacy of 
trusted flagging mechanisms specifically. The European 
Commission defines trusted flaggers as entities that are 
“experts at detecting certain types of illegal content 
online, such as hate speech or terrorist content, and 
notifying it to the online platforms. The notices submitted 
by them must be treated with priority as they are 
expected to be more accurate.”131

While there is a lack of public-facing empirical evidence 
on the efficacy of trusted flagging mechanisms, a few 
theoretical concerns regarding implementation can be 
considered. Concerns include the potential for trusted 
flaggers to be relatively unaccountable, leaving them 
open to co-option by special interests.132 In contexts 
where regulators are not independent from government, 
organisations representing politically unpopular 
interests or marginalised groups may not have equal 
chances of receiving trusted flagger status.133

Legal scholars have also noted that trusted flagging 
mechanisms are likely difficult to scale, considering the 
volume of content that is posted on social media 
platforms every day. To be effective at scale, trusted 
flagging should be integrated into automated content 
moderation processes, such as notice-and-stay down 
mechanisms that act against flagged content as well as 
its equivalent and future uploads.134 However, further 
evidence is needed to substantiate this recommendation. 

4.7 Initiation or adjusting cooperation with other 
platform providers (Art. 35.1.h) 
Platforms should recognise that what occurs on other 
platforms may make its way to their own service (and vice 
versa). This is true for many of the online harms outlined in 
section 2.2. Given the cross-platform quality of online 
threats, cooperation among platforms is a commonly 
recommended measure.135 Cross-platform cooperation 
can include exchange channels between relevant teams 
(such as those working on safety and content moderation) 
to proactively share information about cross-platform 
coordination by malign actors. Exchange channels may 
facilitate faster action, for example, when a prominent 
actor is identified to be linked to repeated harmful 
behaviour, such as violating ToS across platforms. 

Such cross-platform initiatives already exist, like the 
Global Internet Forum to Counter Terrorism’s (GIFCT) 
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Content Incident Protocol,136 or the South African 
Framework of Cooperation during the May 2024 
presidential elections, which was designed to facilitate 
communication between Meta, Google, TikTok, civil 
society and the Electoral Commission. The EU’s 2022 
Strengthened Code of Practice on Disinformation calls 
for signatories’ commitment to such coordination.137 
However, beyond these formal cooperation agreements, 
it is unknown to what degree, or if at all, platforms 
coordinate to tackle online harms. 

Research evidencing the efficacy of cross-platform 
coordination is sparse, likely since this mitigation 
measure requires further implementation, and greater 
transparency on platforms’ collaboration is needed. 
Studies on the spread of content across platforms show 
the potential of what better cross-platform cooperation 
could achieve, for example in terms of early warning 
systems. One study analysed more than 15,000 public 
WhatsApp groups from Bolsonaro supporters ahead of 
the Brazilian Capitol attack in January 2023. Their cross-
platform time series with X (then Twitter) content showed 
how the dissemination of content could predict the 
spread of content on WhatsApp.138 While inconclusive, 
these findings demonstrate that platforms’ combined 
knowledge about online threats could help anticipate 
trends earlier and take up adequate mitigation measures.

4.8 Awareness-raising measures (Art.35.1.i) 

4.8.1 Quality rating
Raising awareness of the quality of content or its source 
may help stem the proliferation of false or misleading 
content online. The hypothesis is that the spread of 
misinformation may be disrupted if users are made aware 
of the quality/accuracy of content or news before they 
share it in their networks. Awareness-raising measures 
can include providing ratings on the quality of the 
content or source by experts or other users, or as a label.

Several studies testing variations of these mechanisms 
show promising results for quality rating as a mitigation 
measure. In an experimental study, researchers tested 
three distinct mechanisms for “source ratings” applied 
to articles when first published. These included ratings 
by expert reviewers to provide an aggregated source 
rating, ratings where regular users rate the articles for a 
score rating, and finally ratings where users rate the 
source of the articles themselves to provide a score.139 

The experiment showed that source ratings had an 
impact: low ratings had a stronger effect on users’ 
engagement with the content than high ratings. Expert 
ratings and user article ratings had a more significant 
impact than user source ratings. Another experiment 
testing the impact of credibility indicators on people’s 
intent to share news headlines confirmed that these 
indicators can decrease the sharing of mis- and 
disinformation, and that credibility indicators from fact-
checking services were the most efficient.140 

Community Notes (previously known as Birdwatch) is a 
promising fact-checking crowdsourcing program, specific 
to X. It allows users to submit useful context to tweets which 
may be otherwise misleading or missing important 
information. Users may submit Community Notes, and 
other users may evaluate and rate the quality of these notes. 
Only the notes with the highest ratings and that are deemed 
cross-ideological (that is, being accepted by a broad political 
spectrum) are then displayed publicly. While X’s own 
research demonstrated that Community Notes helped slow 
the spread of misinformation,141 in 2023, 60 percent of the 
most-rated notes were not public.142 

While these results are promising, most studies carried 
out were experimental. Further real-world testing of the 
impact of quality ratings on user behaviour would 
strengthen this evidence base.

4.8.2 Interstitials and labelling mis- and disinformation 
Mis- and disinformation that does not meet platforms’ 
thresholds for content removal can instead be 
accompanied by warning labels indicating the presence 
of false or misleading information. This can either take 
the form of small accompanying labels, the more 
common option; alternatively, some platforms have 
“tentatively” deployed larger interstitials, which “screen” 
content until a user indicates that they wish to look at a 
post or follow a link off-platform.143 Users may be familiar 
with the use of interstitials to moderate explicit content 
allowed by platforms’ ToS, such as journalistic content 
featuring violence in conflict zones or adult content. 

Research indicates that the efficacy of labelling is 
modest.144 Specific labels and warnings are more 
effective than general notes, such as that a claim is 
“disputed.”145 In addition, there is a risk that labels will be 
ineffective if not applied in a timely manner: one study of 
the 2020 US presidential elections found that the 
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removal or labelling of content often took place once 
misinformation had been widely disseminated or had 
gone viral.146 Gaps in the labelling of non-English-
language content also allows for a wider spread of 
electoral misinformation outside of English-speaking 
environments.147 Not all platforms consistently translate 
or display labels on electoral mis- or disinformation 
outside of English, despite the prevalence of other 
languages on platforms. 

Research evidence on the efficacy of interstitials is 
generally positive. An experimental study of interstitial 
warnings applied to disinformation websites accessible 
via Google Search found that they significantly affected 
user behaviour.148 This finding held regardless of users’ 
partisan affiliation, or the detail provided in the warning 
message. Researchers attribute these findings to the 
friction interstitials introduce to the user experience. 
However, they also note that these positive effects could 
decrease with frequent exposure. Similarly, research 
comparing the effects of labels and interstitials to 
mitigate COVID-19 vaccine misinformation on X (then 
Twitter) found that interstitials were more effective in 
decreasing user beliefs in the accuracy of misinformation 
content.149 However, more research is needed to confirm 
these findings at scale, outside of experimental 
conditions and within the context of elections. Access to 
data and platform research on the efficacy of interstitial 
warnings would also provide valuable further evidence 
on the efficacy of this mitigation measure.

4.8.3 Labelling state-affiliated actors
The limited research on the effects of labelling state 
media sources indicates that it likely decreases the 
negative effects of FIMI. However, the design of labels 
can significantly affect efficacy. All research described 
here concerns US internet users, with variations in 
demographic representativeness; more systemic 
research in other contexts is needed.

Efficacy seems highly dependent on how visible labels 
are. More visually noticeable labels are more effective at 
mitigating interactions with state-affiliated media posts, 
pages, and accounts. For example, a study of YouTube’s 
state-funded channel warning labels found an increase 
in their effectiveness when, halfway through the 
experiment, the colour of the label box was changed 
from grey to blue.150 Other research similarly notes that 
labels are only effective if they are noticed by users.151 

Perceptions of the labelled country of affiliation also 
appear to matter. Research based on field data indicated 
that US Facebook users decrease their engagement with 
content labelled as Russian or Chinese-affiliated, but not 
that affiliated with the government of Canada.152 

Demographics and platforms are significant when it 
comes to the efficacy of labelling. A study of X (then 
Twitter) users in the US across the political spectrum 
showed that users decreased their reported likelihood of 
engaging with labelled content, regardless of whether 
the label was general (“foreign government”) or country-
specific (“Russian government”).153 However, when 
labels were added to Facebook posts, partisan differences 
emerged regarding reported actions. Democrat users 
reported a decreased willingness to engage with labelled 
Russian or foreign government disinformation online, or 
to spread the same points offline in conversations. By 
contrast, Republican Facebook users reported no 
difference in their willingness to engage with or spread 
labelled disinformation online or offline, regardless of 
the label. 

Belief in foreign-affiliated disinformation and willingness 
to act on that information appear to differ according to the 
platform and label wording. The same study also found 
that both Democrat and Republican Facebook users had 
no decrease in their reported tendency to believe 
disinformation after exposure to a post accompanied with 
a general “foreign government” label.154

As with many mitigation measures, the consistency of 
implementation also affects efficacy. While research 
demonstrates that labelling is somewhat effective, 
studies only examine situations where labelling is 
consistently used, and do not consider platforms’ 
frequent inconsistencies in implementation. A 2021 
study on the implementation of Chinese state-affiliated 
media labels in the UK notes a significant difference 
between implementation on X (then Twitter), covering 
90 percent of English and other-language accounts, and 
Facebook, covering 66 percent of English-language 
accounts and 22 percent of other-language accounts.155 

Researchers also critiqued the greater prominence of 
state-affiliated media labels shown to US Facebook users 
compared to those in other countries. In the 2021-22 
period, 91 percent of content from Russian state media 
on Facebook, including blatant disinformation, was not 
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labelled. In 2023, Threads – the micro-blogging platform 
developed by Meta to compete with X – similarly failed to 
label many state-affiliated accounts.156 TikTok, which has 
not yet been a major focus of academic research on this 
topic, has also failed to ban accounts and ads from 
Chinese and Russian state-affiliated media, despite an 
official ban on political ads.157 

4.8.4 Labelling manipulated and artificially 
generated content
Manipulated or artificially generated content can be 
found across a range of online platforms and includes 
synthetic image, video, audio and text. Some content is 
shared maliciously or in bad faith. In other instances, it is 
intended for entertainment or as part of good faith 
campaign activity. As labelling and content provenance 
methods have largely been introduced by platforms just 
over the last year, there is little clear data of the 
effectiveness of these measures. A brief overview of 
existing approaches is given below.

Measures to mitigate risks from the dissemination of 
generated content online include clear labelling of 
“deepfakes”, synthetic depictions of a person, place, 
situation or event that is falsely depicted as real.  
The European Commission’s April 2024 Guidelines to 
VLOPs and VLOSEs on the Mitigation of Systemic Risks 
for Electoral Processes notes that labelling measures 
should include options for users to add labels to 
generated content, as well as tests and corresponding 
improvements to labels’ efficacy (see section 5.5).158 
Platform detection and labelling can be done 
automatically when generated content includes a 
content provenance marking, such as that used by the 
C2PA Initiative; although this is likely to be more efficient 
and accurate, further evidence is required.159 

4.8.5 Gamification, video-based inoculation
Pre-bunking describes a specific form of inoculation that 
makes use of image- or video-based content to build 
psychological resilience before contact with false 
information and other kinds of manipulation.160 A series 
of experiments by the University of Cambridge found 
that brief animations describing the tactics of 
disinformation actors can function “similar to a vaccine” 
by preparing participants for disinformation through 
exposure to small doses of harmful content.161 In 
cooperation with Google’s Jigsaw research unit, short 
videos containing pop cultural references were created 

that detailed manipulative techniques such as 
scapegoating or using contradictory statements to 
cause confusion. Researchers concluded this to be an 
effective measure against misinformation, as participants 
deemed such content less reliable and less worthy of 
sharing, independent from factors such as political 
affiliation.

One effort to replicate this study focused on misinformation 
spread via images or videos and had additional gamification 
elements.162 It had similar findings, as did research 
attempting to simulate real-world conditions of social 
media use on UK users to establish a higher level of validity 
than previous research settings could.163 However, 
inoculation may be less effective in non-Western contexts. 
When experiments were replicated in India, there was no 
significant impact on perceived reliability of misinformation 
or willingness to share it, possibly due to lower rates of 
media literacy.164 Similarly, a study conducted in Singapore 
could not replicate results of the original experiment and 
suggested this was due to factors such as lower trust in 
media and government, as well as more positive opinions 
about censorship.165 Thus, while promising early results 
exist, further studies across different contexts and 
demographics are required to determine the necessary 
conditions for inoculation to work.
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Studying the efficacy of measures to mitigate risks to 
online electoral integrity remains a challenge. There is an 
ongoing lack of transparency on platform policies and 
processes, and researchers face increasing challenges in 
accessing platform data on user reactions to 
interventions. These challenges create some incongruity 
in research on efficacy, impacting experiment and study 
scope, size and quality. Data access issues challenge 
researchers’ abilities to evidence specific mitigation 
measures, which also impacts the quality and real-world 
applicability of evidence produced. A lack of data access 
also necessitates some creativity in research design, 
which can make it difficult to compare studies and the 
efficacy of similar mitigation measures across different 
platforms, languages, and contexts.

A 2021 systematic review of 49 years of research on 
countermeasures to combat influence operations found 
a mismatch between interventions taken by platforms 
and those studied by the research community.166 
Researchers noted many countermeasures are still to be 
formally studied, and that a lack of platform transparency 
and data access precludes the evaluation of many 
research questions, methods, and types of mitigations. 
This affects the quality and applicability of research as 
studies often cannot establish causality, track how users 
respond to an intervention at scale, or effectively study 
behaviour in a way that fully simulates aspects of social 
media usage in the real world. 

Globally, there is limited legislation establishing 
researcher access to platform data. While the EU’s DSA 
introduces data access obligations for VLOPs and 
VLOSEs, its implementation and enforcement remains a 
work in progress and other jurisdictions have no 
comparable legislation enacted. In the US, at the time of 
writing, the bipartisan Platform Accountability and 
Transparency Act (PATA) is still only a proposal, as is 
Canada’s Online Harms Act (Bill C-63). Comparable UK 
and Australian online safety legislation do not include 
comprehensive data access provisions comparable to 
those included in the DSA. Moreover, smaller platforms 
like Telegram are usually not considered in data access 
regimes like the DSA; they remain highly relevant for the 
dissemination of harmful content and the performance 
of manipulative activities. Following that, policymakers 
may consider how to support data access to such 
platforms while not overburdening platforms that may 
not present severe risks.

Simultaneously, platforms’ restrictions on researcher 
data access are increasing, despite approaches to data 
access that preserve user privacy.167 Very large platforms 
increasingly restrict access to data for researchers – for 
example, Meta is shutting down the CrowdTangle API 
without an adequate replacement while X significantly 
increased the costs of accessing their API, which was 
previously freely available to researchers.168 In the past, 
research projects have been shut down with platforms 
pointing to user privacy issues.169 Mounting court cases 
against think-tanks and other research institutions 
deepen the divide between platforms and researchers.170 
Technological barriers also exist: these include the 
challenge of systematically analysing video and audio 
content or researching decentralised, fragmented 
network structures.171

Data access also concerns regulators, despite their 
greater powers to request information compared to 
researchers. For example, the Slovakian authority for 
media oversight, the Council for Media Services (CMS), 
conducted a quantitative content analysis of Facebook 
posts on narratives related to the 2023 national 
parliamentary elections and noted access issues.172 
Partnerships to enable access to tools such as 
CrowdTangle were necessary as other options were 
deemed too expensive or non-transparent. This 
demonstrates how advocating for broad data access for 
researchers and regulators while respecting data 
protection and other regulations remains a priority.  
It is yet to be seen how the EU’s DSA will change  
data access once Digital Service Coordinators are fully 
set up to process data access and vetting requests under 
Article 40.

More cooperation between researchers, regulators, and 
platforms is needed. Researchers should work together, 
share insights and craft a unified voice regarding both 
platforms and regulators. Regulator collaboration allows 
for proactive response strategies as issues arise, such as 
harmful content spreading across platforms and 
jurisdictions. Slovakia’s CMS concluded that sharing 
research results and methodologies with other regulators 
and national bodies helped create situational awareness 
and understand the complexities of the online ecosystem 
ahead of elections.173 It also noted the value of regulator-
platform meetings in advance of elections to discuss 
preparedness, which helped to set out regulator 
expectations and requirements. 

5. Challenges and considerations for evaluating the  
effectiveness of mitigation measures
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To improve cooperation between stakeholder groups, 
communication channels for sharing information are 
necessary as called for in the European Commission 
Guidelines for Elections.174 These can build on existing 
efforts, such as the Global Online Safety Regulators 
Network, G7 Rapid Response Mechanism, European 
Regulators Group for Audiovisual Media Services, and the 
European Digital Media Observatory (EDMO) 2024 
European Elections Taskforce. 

Despite the outlined challenges to research, a few 
general points can be observed. The most effective 
mitigation strategy will include a combination of 
measures, applied consistently and effectively, as 
opposed to relying on a narrow set of approaches.175  
A wide toolkit of measures is also likely to mitigate 
challenges resulting from divergent partisan responses 
to some interventions, such as the labelling of state-
affiliated actors. In addition, the evidence is clear that for 
most mitigations, design details matter: elements as 
small as the colour of a warning text box can have 
significant effects on user behaviour and platforms must 
consider the impact of these nuances on online harms.

There is also some evidence that the efficacy of mitigation 
measures may be partially context-dependent, even 
regarding countries that are relatively linguistically and 
politically similar.176 A recent systematic review noted 
the geographic inequality of research, which 
overwhelmingly focuses on Western democracies  
(the vast majority in the US).177 This is concerning,  
given that even relatively similar contexts may have 
different outcomes due to their varied electoral systems, 
media landscapes and political culture. This underscores 
the importance of conducting further research across  
a diverse set of countries. It also indicates the need  
for global approaches to data access for independent 
and public-interest research on electoral harms.  
Large-scale and systematic research is also needed to 
assess the efficacy of platform content moderation in 
non-English languages.

There is a demonstrable need for more research on some 
topics. Due to data access concerns, little research has 
examined how mitigation measures affect actual, not 
just intended, behaviour online or offline. Most research 
has focused on larger and legacy platforms; further 
research should examine less-studied platforms such as 
Instagram and LinkedIn, as well as smaller platforms and 

those used outside of Western countries. Approaches 
including inoculation, trusted flagging processes, 
generative AI, the use of interstitials, and multi-platform 
collaboration efforts all show promise, but require further 
research.178 There is also a need for evidence regarding 
the impacts of political ads libraries, disclosures and bans 
on user beliefs and behaviour. 
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Ensuring the integrity of elections in the digital age is vital to ensure 
that democracy continues to thrive alongside societies enjoying the 
advantages of the internet and emerging technologies. However, it 
requires a coordinated and multifaceted approach involving 
governments, industry, academia and civil society. This Policy Brief 
highlights the critical role that each stakeholder plays in safeguarding 
electoral processes against online threats. It also underscores key 
mitigation strategies to safeguard electoral integrity including robust 
content moderation systems, transparent political advertising 
practices, algorithmic adjustments, awareness-raising initiatives and 
enhanced cross-platform cooperation. Despite these efforts, 
challenges such as platform transparency and limited data access 
remain significant obstacles.

To effectively combat the evolving threats posed by online platforms, 
it is essential to continue studying, refining and scaling mitigation 
measures across diverse contexts. Further research is necessary to 
understand the efficacy of these interventions and adapt them 
regionally. By fostering international collaboration, sharing best 
practices and ensuring data accessibility, stakeholders can better 
protect electoral integrity and uphold democratic values worldwide. 
The ongoing commitment to these principles will be crucial in 
navigating the complex landscape of online electoral integrity.

6. Conclusion
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