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OCCI UK Insight Report 
Volume 4 (June 2018) 
‘Alternative’ Social Media 

 
 
OCCI Research: Insight Reports 
 
The OCCI Insight Reports equip NGO partners on an ongoing basis with the knowledge 
needed to develop effective, targeted campaigns. Without access to in-depth, data-driven 
insights into the fast-evolving landscape of extremist and terrorist propaganda, narratives 
and networks, it is impossible to mount a proportional targeted response. Additionally, the 
reports highlight recommendations for future counterspeech campaigning to address the 
identified narratives. OCCI will work closely with any organisation who is interested in 
piloting and implementing these recommendations. 
 
UK Insight Report Volume 4 Summary: 
 
The OCCI UK Insight Reports have highlighted examples of how the UK far-right operate on 
mainstream social media, exposed the central narratives that drive their propaganda and 
uncovered the underlying sub-narratives which allow their messaging to resonate with their 
target audiences. They have also explained the tactics the far-right uses to mainstream their 
ideology, mobilise support and recruit new members, as illustrated in Volume 3 with the co-
opting of the Football Lads Alliance and the use, by far-right groups, of free speech to 
introduce their ideologies into broad appeal conversations.   
 
The reports have also alluded to how increasingly strict content policies, enforced by 
mainstream social media platforms, have pushed some groups towards using alternative 
platforms and even creating their own. In this report, ISD explores these alternative social 
media platforms that are used by both far-right and Islamist extremists to sew hate and 
galvanise online support. The report lists a selection of these platforms, explains their 
functionality and details their usage by extremist groups. None of these platforms, with the 
exception of MuslimCrypt, were founded with extremist intentions. However, through 
research conducted by ISD, it is evident that they are being used by extremist groups 
operating in the UK. Some of the platforms considered in this report have made efforts to 
restrict extremist content, although the report does not go into the details of this, and is 
intended primarily as an introduction to the platforms for the OCCI UK community. The 
report concludes with recommendations for civic engagement with these online spaces. 
 
The usability and practical application of the reports depend on the feedback of its 
recipients. Please contact uk@occisupport.org with any feedback and recommendations 
you have so that we can ensure that these reports meet the needs of OCCI partners and 
community. 

mailto:uk@occisupport.org
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The Mainstream and Alternative Online Ecosystem 

 
Over the past few years ISD has been interested in how extremist groups and influencers 
use social media and online communication technologies to migrate members and 
information between platforms. This insight report uses the migration patterns of 
extremists within this online ecosystem to introduce the OCCI community to the various 
alternative platforms being used by extremist groups. 
 
1. Isolation in the Fringes 
 
When social media was in its infancy, small communities of people who held extremist 
views, both violent and non-violent, communicated in closed chatrooms and forums. Within 
these, they engaged with likeminded individuals and galvanised support for their ideologies. 
These exclusive spaces allowed the fringes of society to mobilise a supporter base around 
ideologies rejected by society, and innovate new online technologies to increase their 
interactivity and nourish their communities. Extreme-right groups in the US were early 
adopters. Stormfront.org, founded in 1996, is often gifted the title of the first white 
supremacist website. It functions as a bulletin board style blog, providing information and 
resources for anyone interested in learning more about white nationalism, neo-Nazism and 
white supremacy. The site struggles to remain online today (Figure 1). 
 

 
Figure 1: Stormfront, one of the earliest and most popular white nationalist blogs, has 
message board threads such as 'Privacy, Network Security & Encryption' where users can 
discuss methods for evading online detection. (Source: Stormfront.org) 

2. Migration to the Mainstream 
 
The rapid growth of social media platforms provided an opportunity to access new 
audiences on a scale previously unattainable. Extremist groups and influencers which 
migrated onto Facebook, Twitter, Tumblr and YouTube, were able to utilise the in-built 
functionality of each platform to amplify and target their propaganda. Some groups’ 

https://www.theguardian.com/technology/2017/aug/29/stormfront-neo-nazi-hate-site-murder-internet-pulled-offline-web-com-civil-rights-action
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members natural affinity with online technology, such as Daesh, allowed them to integrate 
complex media marketing strategies into their propaganda, including even the use of ‘bots’. 
The introduction of encrypted communication tools then provided a safe space for direct 
engagement with potential recruits, with apps such as Telegram widely used by both 
Islamist and extreme-right groups (Figure 2).  
 

 
Figure 2: A Daesh Telegram channel shows how users attempted to organise a mass 
invitation to Arabic and Muslim Telegram users, with the aim of connecting with potential 
new recruits in a secure communication setting. (Source: Telegram app) 

Whilst influencers within the far-right in Europe, the UK and the US are often technologically  
astute, as evidence by the speed with which they embrace new content types such as 
memes, the broader audiences they have sought to reach can have low levels of digital 
literacy, making them easier targets for new messaging techniques. This was highlighted in 
ISD’s counter-conversations publication where the majority of far-right supporters in the UK 
were elder people with less familiarity or understanding of the digital space in general, and 
of the kinds of content and messaging they were being targeted with. 
 
The audience size of the bigger platforms such as Facebook have also allowed larger 
populist movements such as Pegida, Britain First and the English Defence League to begin 
and grow on mainstream social media without first being cultivated on smaller forums and 
chatrooms. Conversely, some of the earlier small communities e.g., Stormfront and 
Ironmarch, continued to be important incubators for the most extreme ideologues away 
from the mainstream platforms and without the need for a large mainstream presence. 
 
3. Regroup in the Fringes 
 
As mainstream social media companies were made increasingly aware of the presence of 
extremist groups on their platform, hastened by the rapid emergence of both Daesh and the 

https://www.stratcomcoe.org/network-terror-how-daesh-uses-adaptive-social-networks-spread-its-message
http://icsr.info/wp-content/uploads/2017/02/Media-jihad_web.pdf
http://trendsinstitution.org/the-use-of-social-media-bots-and-automated-ai-based-text-generators-key-technologies-in-winning-the-propaganda-war-against-islamic-statedaesh/
https://ctc.usma.edu/how-terrorists-use-encryption/
https://extremism.gwu.edu/isis-online
http://www.isdglobal.org/wp-content/uploads/2018/03/Counter-Conversations_FINAL.pdf
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US alt-right, access restrictions and content removal policies were emboldened. The 
mainstream social media and communication platforms became (and continue to become) 
hostile spaces for extremists. This can be witnessed not only with large social media sites 
such as Facebook and Twitter, but also on crowdfunding sites such as Patreon, DNS service 
providers such as Cloudflare, online payment companies such as PayPal and even music 
streaming platforms such as Spotify. 
 
In response, extremist groups have migrated back to the fringes of the online ecosystem. In 
platforms considered by extremists as safe spaces for hate, they are able to once again 
fortify their echo chambers and engage directly with likeminded people without limitations 
on what they can say or do. Both the extreme-right and Islamist extremists, accustomed to 
finding new communication technologies to avoid detection, have been using alternative 
platforms for a host of reasons e.g., to share instructional materials for online and offline 
activity, coordinate online ‘raids’ to undermine counter-messaging content and harass their 
opponents, plan terror attacks, crowdfund projects and events, and design content creation 
websites to decentralise the production of propaganda within their wider support networks. 
In August 2017, Discord and Gab were used by white supremacists in the US to mobilise 
members for the ‘Unite the Right’ rally in Charlotte’s Ville, and numerous sites such as 
BitChute and PewTube are used by Defend Europe to publicise their efforts to forcibly repel 
refugees and migrants from entering Europe. 
 
4. Return to the Mainstream 
 
In 2017, a popular bulletin board website for the alt-right named Gab, called for ‘The Free 
Speech Tech Revolution’ as a response to a perceived liberal-bias of mainstream media and 
the constraints being placed on some groups when using mainstream social media 
platforms (Figure 3). Free speech is also cited as the principle reason behind why many 
alternative social media platforms (Minds, Gab, BitChute, PewTube etc.) were created, 
including concerns over data privacy following breaches on platforms such as Facebook. 
Whilst these push-factors are not wrong in principle, a vital challenge for those countering 
extremism online is how extremist communities use these exclusive spaces to then 
coordinate and mobilise efforts to re-introduce their ideologies back onto mainstream 
platforms, and infiltrate mainstream audiences by co-opting broad appeal conversations. 
8Chan, 4Chan and Reddit have been used to coordinate mass ‘YouTube Raids’, like the one 
orchestrated in June 2017 to undermine a video posted by YouTube’s Creators for Change 
vloggers on World Refugee Day. On that occasion, the coordinators of the raid insidiously 
introduced discussions on free speech and censorship as a way of mainstreaming their more 
hateful views on Muslims and Jews. The use of ‘free speech’ to mainstream and justify 
hateful ideologies is common in extreme-right groups across Europe and the US. It is worth 
noting how the motivation behind why many of the alternative platforms were created are 
also the reason why extremists are able and willing to use them. 
 
In May 2018, under the stewardship of the now imprisoned Tommy Robinson, a ‘Day of 
Freedom’ rally outside parliament saw several thousand supporters (comprised of groups 
such as the Democratic Football Lads Alliance and Anne Marie Waters’ For Britain Party) 

https://www.buzzfeed.com/blakemontgomery/the-alt-right-has-a-payment-processor-problem?utm_term=.elBJ6BkKm#.gsZ43EzRj
https://gizmodo.com/cloudflare-ceo-on-terminating-service-to-neo-nazi-site-1797915295
https://www.mobilepaymentstoday.com/news/apple-paypal-take-stand-against-white-supremacy-groups/
https://news.vice.com/en_us/article/595jk5/spotify-is-cracking-down-on-white-supremacist-and-neo-nazi-music
https://pastebin.com/hack9Z6G
http://www.isdglobal.org/wp-content/uploads/2017/11/OCCI-UK-Insight-Report-November-2017.pdf
https://hatreon.net/
https://www.isdglobal.org/wp-content/uploads/2017/10/The-Fringe-Insurgency-221017.pdf
https://www.minds.com/
https://gab.ai/
https://www.bitchute.com/
https://pewtube.com/
https://www.youtube.com/watch?v=Lxbdvo2vFwc&t=6s
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turned up in ‘support’ of free speech. Speakers at the event claimed the truth, and their 
voices, were being silenced by the government and the liberal-biased media. The event was 
also an opportunity for anti-Muslim and anti-Islam bigotry, with the crowd booing when 
speakers said the word Islam. Both mainstream and alternative platforms were used to 
coordinate the event, and mobilize active members of groups as well as attract new 
audiences under the guise of ‘free speech’. There is a clear hypocrisy in the way free speech 
has increasingly become a mobilising platform for far-right and extreme-right groups in the 
UK, despite those same group’s explicit attempts to stifle and remove the free speech rights 
of those they oppose. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
By looking at these migration patterns, and the ways in which extremists have adapted to 
changes in the online space, it becomes clear that whilst alternative social media platforms 
may not have the high numbers of users that Facebook and YouTube does, their influence 
over audiences using mainstream platforms exists (Figure 4). During the US Presidential 
elections in 2016, Donald Trump retweeted an anti-Semitic meme created by a member of 
8Chan. For those studying the ‘weaponisation’ of memes by far-right groups, it was proof of 
just how dynamic the online ecosystem really was. 
 

Figure 3: A post by Gab.ai, a bulletin board 
website created in response to growing 
content restrictions on Twitter, posts a call to 
arms for people to join 'The Free Speech Tech 
Revolution' (Source: Gab.ai) 
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Figure 4: An anonymous user on 4chan’s politically incorrect thread /pol/ gloats over the 
influence the users have on mainstream content. This was posted after a 'YouTube Raid' 
was organised in June 2017 by members of /pol/, with the aim of filling the comment 
section of a pro-refugee video on YouTube with hateful messages, including anti-refugee, 
anti-Muslim and anti-Semitic rhetoric. (Source: 4chan) 

When looking through the list of alternative communication and social media platforms 
being used or created by the extreme-right, it is clear that censorship and free speech are 
driving factors in this migration away from mainstream platforms, as well as providing a 
route back into mainstream conversations. In the following section, ISD takes a closer look 
at what some of these specific alternative platforms are, what they were created for and 
how extremist groups are using them. 
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Guide to an ‘Alternative’ Social Media 
 
Listed in the tables are examples of alternative social media and communications platforms 
that we have found, through our research, are used by extremists. ISD define ‘alternative’ as 
those sites with less active users than larger platforms such as Facebook, WhatsApp, 
Instagram, Tumblr, Twitter, SnapChat and YouTube. The guide list is not exhaustive, nor 
intends to paint with a broad brush. None of the platforms were created, with the exception 
of MuslimCrypt, with extremist intentions. However, the usage of these sites helps to 
illustrate the ingenuity and innovative side of extremists that have been pushed away from 
the mainstream. Each table includes the platform’s origin, functionality, how the site may 
be used by extremist groups and an example of extremist content found on the platform by 
ISD researchers. The list is set-out chronologically, from earliest to most recently created 
platforms. 

 

Guide Content 

Platform Type Founded 
Page 

Number 

Pastebin Information Sharing 2002 8 

4Chan Bulletin Board 2003 9 

Reddit Bulletin Board 2005 10 

Metapedia Online Encyclopaedia 2006 11 

8Chan Bulletin Board 2013 12 

Telegram Encrypted Messaging 2013 13 

Justpaste.it Information Sharing 2014 14 

Discord Chatroom 2015 15 

Minds Social Network 2015 16 

Infogalactic Online Encyclopaedia 2016 17 

Voat Social Network 2015 18 

Gab Bulletin Board 2016 19 

PewTube Video Host 2017 20 

Hatreon Crowdfunder 2017 21 

BitChute Video Host 2017 22 

MuslimCrypt Image Encryption 2018 23 
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Pastbin.com 
 

Information Sharing founded in 2002 

 

Origin Created for Internet users to paste and store text, and share the link online. 

Function 
Much like Justpaste.It, this site allows users to paste and easily share HTML code and 
written information.  

Usage 

Due to the low internet data required to access, upload and share information from 
the site, it has been used by extremist groups to communicate instructions and 
propaganda undetected. In 2016, an alt-right user pasted instructions on weaponizing 
meme’s in the run up to the Trump/Clinton Presidential race explained what topics to 
focus on in order to undermine Clinton’s credibility. 

Extremist 
Example 

1. The example is an extract of a lengthy post describing ‘Advanced Meme Warfare’, with 
details on how to conduct research, and create and disseminate content. It goes into 
great detail on the coordination needed to inflict an impactful and succesful meme 
campaign against Hilary Clinton. A quote from the article outlines the confidence of the 
author for this approach: “Trump has to keep his image squeaky clean because 
everything he does is under the microscope of MSM. Notice how hard the media 
pushed the star of david angle. We, on the other hand, have the advantage of being an 
anonymous swarm with a singular goal. We don't have to play fair. We can say and 
spread whatever we want.” 

 
(Source: Pastbin.com) 
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4Chan 
 

Bulletin Board founded in 2003 

 

 

Origin 
The site was primarily used for sharing images and discussions on anime and manga, 
but quickly expanded to a wide range of interests. 

Function 
The site allows users to join message boards, begin new threads, share images and 
make comments on a variety of topics. It has been instrumental in pushing ‘memes’ as 
a form of content communication.  

Usage 

Previously unrestricted policies around what could and could not be discussed and 
shared on the platform led to a litany of hateful and bigoted message boards being 
created ranging from anti-Muslim, anti-Semitic to anti-LGBTQ and misogynistic. The 
site is now used by alt-right and far-right sympathisers to coordinate online ‘raids’ on 
mainstream social media platforms. 

Extremist 
Example 

In June 2017, a video launched by YouTube’s Creators for Change program on World 
Refugee Day was subject to a coordinated YouTube Raid by alt-right users on 4Chan. 
Within hours of the video being uploaded, large numbers of supporters had mobilized 
to launch an attack on the video comment section and had filled it with anti-Muslim, 
anti-Immigrant and anti-Semitic commentary. 
 

 
(Source: Crimson Hexagon) 
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Reddit 
 

Bulletin Board founded in 2015 

 

 

Origin 
Reddit is a social news aggregation, web content rating and discussion thread website, 
created for online communication (often between anonymised users).   

Function 
Users can submit content to the site such as links, text posts and images, which can 
then be up-voted or down-voted by other members.  

Usage 

Reddit increased its content removal policy after controversy over ‘gamergate’, and 
the exposure of highly offensive threads that were presenting the site as a place for 
abusive and violent speech. The site gained particular notoriety during the lead up the 
2016 US Presidential elections with the notorious (and still active) ‘subreddit’ 
The_Donald/, in which alt-right users created pro-Trump and anti-Clinton memes for 
distribution on mainstream social media platforms.  

Extremist 
Example 

The_Donald/ subreddit is perhaps the most infamous of the subreddit’s still active on 
Reddit, with memes such as Kek and Pepe the frog a prominent feature and 
recongised as symbols of the alt-right. The subreddit was used by alt-right supporters 
to mobilise people to join the Unite the Right rally in Charlotte’s Ville, which led to the 
death of one person, as illustrated below: 
 

 
(Source: Reddit) 
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Metapedia 
 

Online encyclopaedia founded in 2006 

 

Origin 
Metapedia was created as a competition to Wikipedia, designed specifically to host 
information with a right-leaning ideology. 

Function 
The site describes itself as an electronic encyclopaedia which focuses on culture, art, 
science, philosophy and politics. Information and submissions are user generated. 

Usage 

The site provides a large database of entries on topics such as race and crime, race 
and intelligence, eugenics, white demographics, genetics denialism, numerous 
political groups and figures. These topics are often discussed through the lens of white 
supremacy, and the site is used by white-nationalists looking for opinions on the main 
narratives embedded within extreme-right propaganda. In terms of its popularity, the 
main page has a bar indicating its donations target of $10,000, of which it currently 
has received just $781. 

Extremist 
Example 

This example illustrates the information and topics a visitor may be directed towards 
once they engage with an entry, with Metapedia offering a list of additional entries to 
visit and read about. 
 

 
(Source: Metapedia) 
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8Chan 
 

Bulletin Board founded in 2013 

 

Origin 
Created with a similar objective to 4chan, but with greater leniency on content 
removal policies. 

Function 
Allows users to join message boards, create new threads, comment on pre-existing 
ones, and share images and text with other users. 

Usage 
Influential during Gamergate as a space where misogynistic users were able to 
interact and coordinate. It is used by extreme-right and white nationalists to discuss 
topics and threads that were previously banned on 4chan for being too offensive.  

Extremist 
Example 

In the lead up to the 2016 US Presidential election, Donald Trump shared an image 
created by an anonymous user on 8chan’s /pol/ (politically incorrect) board. It gained 
controversy due to the ‘Star of David’ with the words ‘Most Corrupt Candidate Ever!’ 
written inside of it. The ability of 8chan users to create content that inflitrates 
mainstream media is one of the reasons it is a chosen platform for far-right and alt-
right supporters. 
 

 
(Source: 8chan) 
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Telegram 
 

Messaging Service founded in 
2013 

 

 

Origin 
The messaging service was designed to provide people with secure communication 
and avoid government observation. Today it has 200 million monthly active users, and 
is the most used ‘alternative’ platform within this guide list. 

Function 
An instant messaging service and voice over IP service that allows users to access 
public channels anonymously, and send encrypted messages to other users.  

Usage 

Telegram has gained considerable media attention after being used by Islamist 
extremists to radicalise new members, and coordinate terror attacks. The public 
channels allow groups such as ISIS to reach supporters and sympathisers from around 
the world with their latest propaganda and instructions. A study by the Georgetown 
University’s Program on Extremism uncovered 689 Telegram pro-Islamic State 
channels that contained English-language propaganda. 

Extremist 
Example 

Example of Daesh members discussing a mass invitation to Arabic and Muslim 
Telegram accounts. 

 

 
(Source: Telegram app) 
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Justpaste.it 
 

Information Sharing founded in 2014 

 

 

Origin 
Created as a way for Internet users to paste text, which can then be shared by other 
users with a direct link 

Function Allows users to post text, anonymously, be it HTML script or written information. 

Usage 

The site gained notoriety when it was uncovered how Daesh were using the platform 
to share information and propaganda undetected. Links to the text were shared 
amongst Daesh supporters online. Telegram analysis by the University of 
Georgetown’s Program on Extremism identified Justpaste.it as one of the top 5 most 
shared links in Daesh-related Telegram channels. 

Extremist 
Example 

 
In 2016, a letter to the leaders of the Islamic State was posted on JustPaste.It, and 
illustrates the kinds of easily shareable and readable content (requiring little internet 
connectivity in comparison to video or audio) that Daesh share on the platform. 
 

 
(Source: JustPaste.it) 
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Discord 
 

Chatroom founded in 2015 

 

Origin 
Discord was designed for gamers to communicate with each other while playing multi-
player games that was distinct from the channels provided by games consoles. 

Function 
A free software, designed for gaming communities, that specialises in text and audio 
communication between users in a chat channel.  

Usage 

The site hosts a number of far-right channels, including those that helped alt-right and 
white supremacists in the US to coordinate the 2017 Charlottesville rally. There is also 
a channel called Reconquista Germania, which was set-up to disrupt the German 
election (as revealed in ISD’s publication The Fringe Insurgency). The anonymised 
channels provide a space for the far-right to discuss tactics for radicalising new 
members and feeding their ideology back on to mainstream platforms. 

Extremist 
Example 

On Discord, the channels Reconquista Germania and #Infokrieg were set up to 
coordinate large-scale social media campaigns and to encourage the use of a range of 
psychological operations and disinformation tactics.  Their tactics, many of which 
were explicitly discussed on Discord, include: Memetic warfare, Twitter, Facebook and 
Youtube raids, obfuscation  and fake and parody accounts. 

 
(Source: Discord) 

http://www.isdglobal.org/wp-content/uploads/2017/10/The-Fringe-Insurgency-221017_2.pdf
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Minds 
 

Social Network founded in 2015 

 

Origin 
Minds was created to integrate crowdfunding, crypto-currency and rewards into a 
social network that was intended for Internet users who wanted greater transparency 
of data usage and less restrictions on content and speech. 

Function 
A message and content sharing site, which has a built-in monetisation function. It has 
encrypted chat messaging with private passwords and is designed as a response to 
the restrictions placed on Facebook. 

Usage 

Minds messaging calls users to “Take back your Internet freedom”, and provides a 
censorship-free space for users to post and share messages and content that would 
otherwise be removed from mainstream platforms. Prominent US, UK and European 
far-right, alt-right and white supremacist influencers use the site. Paul Joseph Watson, 
the editor of conspiracy theory entertainment site Infowars, is one of the most active 
users with over 3 million views and 81,000 subscribers and has a following within the 
alt-right. 

Extremist 
Example 

A user on Minds suggests that white people are suffering the ‘3rd stage’ of a genocide. 
The #WhiteGenocide narrative of white supremacists is popular on Minds. 
 

 
(Source: Minds) 
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Infogalactic 
 

Online encyclopaedia founded in 2015 

 

 

Origin 
Infogalactic was created in response to the perceived bias of Wikipedia against right-
wing and far-right views.  

Function 
Created in the same style and fashion as Wikipedia, the site provides community 
editors the opportunity to write their own perspectives on topics. 

Usage 

The alt-right populate the site with entries written through the lens of the far-right 
ideology. The pages are a resource for alt-right supporters to re-affirm their views and 
fortify their ideological beliefs. Links for Infogalactic are regularly shared on more 
popular platforms such as Reddit and 4Chan, in an attempt to guide new audiences to 
the site. 

Extremist 
Example 

 
The article below discusses the Pizzagate scandal, where alt-right ‘journalists’ and 
‘researchers’ sought to uncover a paedofile ring operating out of a pizza restaurant in 
Washington DC. The conspiracy included Hilary Clinton as a key firgure profiting from 
the paedofile ring. In December 2016, a man visited the pizza restaurant with an 
assault rifle in an apparent attempt to uncover the truth. The Infogalatic article claims 
this was a false flag operation to deter any further investigation. 
 

 
(Source: Infogalactic) 



 
 

18 
 

Voat 
 

Social network founded in 2015 

 

 

Origin 
Voat was created for the users of Reddit, 2chan, 4chan and 8chan who had seen their 
threads removed for harassment and abusive language/content.  

Function 
A messaging forum social network platform, which aggregates news and provides a 
platform for community members to submit multi-media content without limitations. 

Usage 

Due to the lack of censorship enforced by the site, the platform has been used by the 
far-right in the US and UK to express violent views on minorities and promote their 
ideologies. The interface is similar to that of more popular messaging forums such as 
4Chan, but has considerably less media attention and user activity. 

Extremist 
Example 

A popular thread on Voat is #IslamUnveiled that contains news stories (fake and true) 
that present Muslims as dangerous and violent, playing into popular ‘othering’ and 
‘dehumanizing sub-narratives pushed by the far-right in the UK and Europe. 

 
(Source: Voat) 
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Gab 
 

Bulletin Board founded in 2016 

 

Origin 
Gab was created with the intention of providing a space for internet users who had 
been removed, or felt restricted, by mainstream sites stricter content policies. 

Function 
Users can read and write messages up to 300 characters long called “gabs” and share 
multimedia content. 

Usage 

Gab provides groups and individuals who have been removed from Twitter to 
continue to promote their messages using a similar format and interface design. 
Fringe and populist politicians such as Anne Marie Waters and AfD members in 
Germany use the site. There is also an active alt-right, white supremacists and 
Identitarian user-base on Gab, who use it to develop communication and 
collaboration of the far-right between and across Europe and the US. Britain First’s 
Gab page has 900 followers, and the site was used by white supremacists in 2017 to 
coordinate the Charlotte’s Ville rally. 

Extremist 
Example 

A Gab user posts their take on how white nationalists are victims of a coordinated 
attempt to commit a genocide of white people, a popular trope of the extreme-right 
and white supremacists across Europe and the UK. 

 
(Source: Gab.ai) 
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PewTube 
 

Media Hosting site founded in 2017 

 

Origin 
PewTube was created by users who wanted to post content that was deemed 
offensive and in contravention of YouTube’s policies on hate speech and illegal 
content. 

Function 
Users can post videos on their profiles, livestream, upload audio recordings and 
monetise their pages through user bitcoin donations. The name derives from 
YouTube’s most popular vlogger PewDiePie. 

Usage 

PewTube has over 22,000 channels and 50 million views, and presents itself as a 
‘censorship free’ alternative to YouTube. Due to this, the site hosts numerous alt-right 
and white supremacist groups, with Britain First using the site from the UK as well as 
numerous far-right supporters and conspiracy theorists. 

Extremist 
Example 

PewTube hosts numerous videos of National Action, a designated terrorist 
organisation from the UK and whose videos are banned from YouTube. 

 

 
(Source: PewTube) 
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Hatreon 
 

Crowdfunding site founded in 2017 

 

Origin 
Hatreon was created and launched for the use of people who had been removed or 
felt restricted by crowdfunding sites such as Patreon in the wake of the Charlotte’s 
Ville Rally. 

Function 
An invite-only crowdfunding website that provides opportunities for individuals and 
groups to request funds for online and offline activities, such as offline events or the 
management of a mainstream social media page. 

Usage 
The site prides itself on being absent of hate speech ‘policing’ and hate speech 
restrictions and, as such, is used by numerous extreme voices and influencers within 
the US, UK and European far-right, alt-right and Identitarian movements. 

Extremist 
Example 

 
Hatreon hosts numerous alt-right influencers, who use it to secure funding from their 
supporters so they can continue to produce propaganda and on/offline content. 
Andrew Anglin, the creator of The Daily Stormer (a white supremacist website), 
receives $3,208.70 a month from 187 users. 
 

 
(Source: Hatreon) 
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BitChute 
 

Video Hosting site founded in 2017 

 

Origin 
Created specifically to host videos and content that were being censored by YouTube, 
it also hosts general entertainment content. 

Function 
A peer-to-peer content sharing platform where users can upload and share videos, in 
much the same interface and approach as YouTube. 

Usage 

The site claims it was created in response to Internet censorship and, as such, has 
attracted far-right and conspiracy theory content creators. It has a smaller user base 
than PewTube but numerous alt-right and far-right influencers in the UK and US have 
established profiles on the site. 

Extremist 
Example 

Anti-immigrant organisation ‘Defend Europe’, set up by Identitarians from across 
Europe, showcase their PR stunts on BitChute. In one video, they film their attempts 
to stop illegal immigrants from entering Europe via the Alps, complete with helicopter 
shots and an interview with German Identitarian Martin Sellner. One comment on this 
video states: “Stop calling them immigrants. They are an invading army.” 
 

 
(Source: BitChute) 
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MuslimCrypt 
 

Image Encryption founded in 2018 

 

Origin 
MuslimCrypt was created by Islamist Jihadists to share information online between 
group members without being detected by surveillance agencies. 

Function Uses steganography to send discreet messages through images online. 

Usage 

Jihadist groups can use this tool to send instructions, information and propaganda to 
each other without the text source being detected or read by others. It is, as yet, 
unclear as to how effective or widespread the use of this tool is for jihadists. It is likely 
that it is used by very few individuals. 

Extremist 
Example 

On Telegram, the tool was advertised within a group called MuslimTec where users 
were encouraged to use the tool as to share private messages and information. 
 

 
(Source: Telegram app) 
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Recommendations for Civil Society 
 
Delivering counter-messaging campaigns to these more exclusive platforms carries a risk to 
the campaign and campaigner. ISD recommends using these platforms primarily for 
research, to ensure that any counter-messaging campaigns distributed on mainstream 
platforms are informed by the latest narratives and underlying sub-narratives being used by 
extremist groups to sew hate and gain support. As such, ISD suggests four recommendations 
for civil society: 
 

1. Remain alert to external links being shared on mainstream social media platforms 
that are directing vulnerable audiences towards extremist content on alternative 
sites. If you do find links that concern you, inform the OCCI so that we can inform 
ISD’s online researchers. Caution should be taken when following external links 
shared by malicious users online, as there is an increased potential for them to 
contain malware.   
 

2. Sub-cultures that promote bigoted, prejudiced and extremist perspectives can often 
be found on these alternative platforms. Researching their activities by studying the 
content they produce, the narratives they promote, the links they share and the 
language they use can allow us to better understand the motivations and push/pull 
factors that may lead people into participating in these ‘communities’. 
 

3. If creating a campaign that addresses one of the broad appeal discussions that the 
far-right in the UK have co-opted (e.g., freedom of speech), incorporate some 
campaign content that outlines the true tactics and agenda of far-right influencers 
within that discussion. Diminishing the influence of the far-right in the UK to 
persuade new audiences that they are ‘defending’ free speech is becoming of 
greater urgency and relevance. 
 

4. Creating anonymised accounts on the alternative platforms that are not extremist in 
origin can be valuable for additional observational research. This may be especially 
pertinent if your target audience is operating in threads, chatrooms and blogs that 
require a log-in. However, caution should be taken when creating accounts on 
platforms made for the explicit purpose of hosting extremist content/users. Aside 
from risk to the campaigner should your username, email and password be released 
by the site, there are also ethical considerations if anonymously infiltrating online 
communities for the purpose of research and a need to consider the psychological 
stress being placed on the researcher who must view and read malicious and 
extremist content.  

 
If your organisation is interested in conducting research on these alternative platforms, 
please contact the OCCI Help Desk (uk@occisupport.org) so we can provide advice and 
guidance.  
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